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Abstract

In real-world scenarios, due to a series of image degra-
dations, obtaining high-quality, clear content photos is
challenging. While significant progress has been made in
synthesizing high-quality images, previous methods for im-
age restoration and enhancement often overlooked the char-
acteristics of different degradations. They applied the same
structure to address various types of degradation, result-
ing in less-than-ideal restoration outcomes. Inspired by the
notion that high/low frequency information is applicable
to different degradations, we introduce HLNet, a Bracket-
ing Image Restoration and Enhancement method based on
high-low frequency decomposition. Specifically, we employ
two modules for feature extraction: shared weight modules
and non-shared weight modules. In the shared weight mod-
ules, we use SCConv to extract common features from dif-
ferent degradations. In the non-shared weight modules, we
introduce the High-Low Frequency Decomposition Block
(HLFDB), which employs different methods to handle high-
low frequency information, enabling the model to address
different degradations more effectively. Compared to other
networks, our method takes into account the characteris-
tics of different degradations, thus achieving higher-quality
image restoration.

1. Introduction

In real-world scenarios, the presence of various image
degradations makes it challenging to capture high-quality,
clear content photos. Low exposure can lead to increased
noise, especially in dark areas, potentially causing loss
of detail. Similarly, bright areas in high-exposure im-
ages may lose detail due to overexposure. Despite nu-
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Figure 1. Our HLNet excels in restoring image details and texture,
effectively enhancing the edge details of the stars in the figure.

merous single-image restoration methods proposed, such as
denoising[1, 5, 17, 28, 51, 53], deblurring[7, 32, 36, 40, 51],
super-resolution[10, 26, 29] and high dynamic range image
reconstruction[15, 25], their performance is constrained by
the insufficient information present in single images.

Due to the limitations of single image restoration and en-
hancement, such as insufficient information and exposure
time impact, an increasing number of methods are utiliz-
ing multiple frames for restoration. Burst image restora-
tion methods[13, 14] use multiple consecutive frames for
super-resolution and denoising, while multi-exposure HDR
imaging[22, 30, 37, 38, 45–50] reconstructs HDR images
from LDR images with different exposures. However,
these methods only consider a single degradation scenario,
overlooking other degradation situations. In recent times,
TMRNet[55] has proposed a viable solution in the frame-
work design for unified image restoration and enhancement
tasks. It takes multi-exposure images as input and progres-
sively blends non-reference frames with reference frames.
Although they have considered the issues of commonal-
ity and specificity of different degradations, using shared
weight modules and non-shared weight modules, they used
the same structure when dealing with the characteristics of
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different degradations, ignoring some characteristics of dif-
ferent degradations.

To address the aforementioned issues, we propose
HLNet, which takes into account the characteristics of var-
ious degradations. Similar to TMRNet, our model uti-
lizes both shared-weight modules and non-shared-weight
modules to extract features. In the shared-weight mod-
ule, we introduce the Spatial Channel Enhancement Block
(SCEB), which utilizes SCConv to simultaneously consider
spatial and channel information, effectively extracting com-
mon features of different degradations. In the non-shared
weight module, different degradations are suited to be pro-
cessed with different frequency information. For instance,
denoising and deblurring usually require enhancing high-
frequency information to restore image details and textures,
super-resolution requires adding high-frequency details on
top of restoring low-frequency information, while HDR re-
construction requires capturing low-frequency information
from different frames. Hence, we propose the High-Low-
Frequency Decomposition Block (HLFDB).

Specifically, in the HLFDB, high-frequency features can
capture detailed local information, making them more suit-
able for denoising and deblurring enhancement. Therefore,
we extract local feature maps through multiple convolu-
tional blocks and enhance high-frequency details among
multiple frames via dense connection mechanisms. Low-
frequency features can capture most structural information
and global features in the image, making them more suit-
able for super-resolution and multi-exposure HDR recon-
struction tasks. Hence, we employ multi-level channel self-
attention to learn long-range dependencies and utilize a
scale-wise feature fusion method based on wavelet trans-
form to avoid the loss of structural information caused by
downsampling. Therefore, our model fully considers the
characteristics of different degradations when it comes to
image restoration and enhancement, enabling better perfor-
mance in unified image restoration and enhancement tasks.

The main contributions are summarized as follows:

• We propose the SCEB, which utilizes SCConv to simulta-
neously consider spatial and channel information, effec-
tively extracting common features of different degrada-
tions.

• We have proposed HLFDB, which fully considers that
different degradations require different high and low-
frequency information, effectively addressing the chal-
lenge of simultaneously restoring these degradations.

• HLNet outperformed previous state-of-the-art (SOTA)
models in both metrics and visual quality, achieved fourth
place in track 2 of the Bracketing Image Restoration and
Enhancement Challenge.

2. Related Work

Burst Image Restoration Burst image refers to a series
of images captured in rapid succession over a short period of
time. In this sequence of images, there may be slight varia-
tions, such as camera movement, object motion, or changes
in lighting conditions. Burst image restoration typically
involves several main categories: denoising, deblurring,
super-resolution. Many methods focused on denosing have
been widely studied in literature [16, 18, 19, 33, 35, 43, 44].
In certain methodologies, recurrent fully convolutional deep
neural network [16] are employed, while some others opt
for spatially varying kernel estimation [33, 35, 43, 44]. No-
tably, in [18], offset estimation is additionally leveraged to
address challenges arising from substantial object motion.
In [19] proposed a two-stage training scheme, sequentially
aligning at the patch level and pixel level, to achieve robust
alignment between image frames.

Some methods explore the potential of burst image
super-resolution [2, 12, 34, 42], Both [42] and [34] em-
ploy a transformer architecture; however, [42] diverges by
omitting pixel-wise alignment, opting instead for a straight-
forward homography alignment based on structural geom-
etry. [12]’s central concept revolves around generating a
collection of pseudo-burst features, seamlessly amalgamat-
ing complementary information from all input burst frames
for effective information exchange.

Multi-frame HDR Restoration Multi-frame HDR
restoration involves creating High Dynamic Range (HDR)
images from multiple low dynamic range (LDR) frames. In
classic HDR restoration methods, Debevec et al. [9] first
proposed the idea of merging multiple LDR images into
a single HDR image. Subsequently, many methods have
employed ways to align other frames to the reference frame,
including optical flow, energy optimization, rank mini-
mization, and others. Zhang and Cham [54] recalibrated
motion region weights using image gradients. Bogoni [4]
computed flow vectors for alignment purposes. Sen et al.
[39] employed a patch-based energy minimization method
to optimize subsequent alignment and reconstruction.
However, these methods perform poorly when faced with
significant movement of foreground objects or excessive
pixel loss in over-exposed or under-exposed areas.

With the development of deep learning, deep methods
have also been applied to the field of multi-frame HDR fu-
sion. an et al. [45]proposed a method of attention-guided
image fusion, which reduces the presence of ghosting ar-
tifacts. SCTNet [41] utilizes spatial attention and channel
attention modules, aiming to simultaneously leverage dy-
namic and static contextual information for better image
generation. However, these methods can only handle in-
dividual degraded images.

6098



S C C o n v

C o n v 3 × 3

⨁

S p ati al-
C h a n n el 

E n h a n c e m e nt 
Bl o c k

S p ati al-
C h a n n el 

E n h a n c e m e nt 
Bl o c k

Hi g h- L o w 
F r e q u e n c y 

D e c o m p ositi o n 
Bl o c k

...

...

U ps a m pli n g B l o c k

Hi g h- L o w 
F r e q u e n c y 

D e c o m p ositi o n 
Bl o c k

Hi g h- L o w 
F r e q u e n c y 

D e c o m p ositi o n 
Bl o c k

 S h a r e d W ei g ht M o d ul es

N o n- S h a r e d W ei g ht M o d ul es

C o n v 3 × 3

S C C o n v

O
ptical

  F
lo

w  Alig
n

me
nt

� � ( � � )

� �

� �

� �

� �

� �

� �

� �

� �

� �

� �  � � � �

G r o u n d Tr ut h

�
�

C

Co
nv

 3
×

3

Up
sa

m
pl
i
ng

Re
si

du
al

Bl
oc

k

� � � �
C

� � � �
C

� � � �
C

Figure 2. Overview of HLNet. In HLNet, feature alignment is performed first, followed by the gradual feeding of each frame into the
network. The feature extraction stage consists of shared weight modules and non-shared weight modules. Each frame needs to pass through
both modules, first through the shared weight module and then through the non-shared weight module.

3. Proposed Method
In this study, inspired by the collaborative potential

of multi-exposure images and the applicability of high-
low frequency information to different degradations, we
propose a method for synthesizing and enhancing images
through high-low frequency decomposition. The objective
is to achieve clear, high dynamic range, and high-resolution
images. Specifically, our input consists of five different-
exposure raw images, denoted as {R1, R2, R3, R4, R5},
which are then processed.

Initially, the number of multiple exposure images we in-
put is 5, and we label the raw image captured with exposure
time ∆ti as Yi, where i ∈ {1, 2, ..., 5} and ∆ti < ∆ti+1.
Subsequently, adhering to the guidelines established by
multi-exposure HDR reconstruction methodologies[20, 45,
47, 49], we merge the gamma-transformed image Yr with
the original image Yi through concatenation, resulting in
Fi, where i ∈ {1, 2, ..., 5}. This process can be formulated
as follows:

Yi =

(
Ri

∆ti/∆t1

)
, Yr =

(
Ri

∆ti/∆t1

)γ

, (1)

Fi = Concat(Yi, Yr), (2)

where γ represents the gamma correction parameter and is
generally set to 1

2.2 . Finally, we feed these concatenated im-
ages into the HLNet model. The resulting image is denoted
as Ĥ , and the process can be represented as:

Ĥ = f(F1, F2, F3, F4, F5; θ), (3)

where f(·) represents the imaging function, and θ refers to
the network’s parameters.

3.1. Overview of the HLNet

The main framework of our model is illustrated in Fig. 2.
Feature alignment is conducted first, inspired by TMRNet,
where both shared-weight modules and non-shared-weight
modules are utilized for feature extraction. Finally, upsam-
pling is performed to obtain larger-sized images.

During the feature alignment stage, we select the first
frame of the five input images as the reference frame and use
optical flow[3] to warp the features of other frames to align
with the reference frame. Then, we further align the features
using Deformable Convolutional Networks (DCN)[8].

In the feature extraction stage, we utilize both shared-
weight modules and non-shared-weight modules. This is
because in burst and video restoration tasks, some degrada-
tion types among multiple input frames are typically sim-
ilar. Therefore, we employ shared-weight modules here.
Shared weights not only enhance the model’s generaliza-
tion ability, enabling it to learn more universal feature rep-
resentations, but also reduce the model’s parameter count.
By contrast, in TMRNet, only regular convolutions were
used, without fully considering image details and contex-
tual information. Hence, we introduce the Spatial-Channel
Enhancement Block (SCEB), employing SCConv to simul-
taneously consider spatial and channel information, thus ef-
fectively capturing image details and contextual informa-
tion. Additionally, relying solely on shared-weight modules
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is insufficient because other degradations are varying. For
instance, differences in exposure time and image blur exist.
Therefore, we introduce the High-Low Frequency Decom-
position Block (HLFDB) to learn the specificity of different
degradation types. This block explicitly separates the high
and low-frequency information of the feature and processes
them differently based on their characteristics.

At this stage, each aligned frame image Fi , where i ∈
{1, 2, ..., 5}, is sequentially inputted into the network. Each
frame image first passes through a shared-weight module,
followed by a non-shared-weight module. Simultaneously,
along with inputting each frame image, we also input the
reference frame Fb(F1) and the output of the previous frame
through the non-shared-weight module. This process can be
expressed using the following formula:

Fi+1out
= HLFDB(SCEB(Concat(Fi+1, Fb, Fiout

))),
(4)

Fi+1out denotes the output of the (i + 1)-th non-shared-
weight module. SCEB(·) represents the feature map after
passing through the Spatial-Channel Enhancement Block,
and HLFDB(·) represents the feature map after passing
through the High-Low Frequency Decomposition Block.

In the final stage, the obtained feature maps are upsam-
pled to map low-resolution images or feature maps to high
resolution. This process is achieved through skip connec-
tions, feature fusion, and multiple upsampling operations.

3.2. Spatial-Channel Enhancement Block

In the Spatial-Channel Enhancement Block, we utilize
SCConv[27], a module that integrates spatial and channel
dimensions in convolutional operations, enabling more ef-
fective capture of image details and contextual information,
thus facilitating the extraction of common features across
different degradations. In our module, we alternate between
regular convolutions and SCConv, augmented with resid-
ual connections. This is because regular convolutions fo-
cus on capturing local spatial features, effectively extract-
ing texture and shape information from the image. Mean-
while, SCConv considers the relationship between spatial
and channel information, enabling a more comprehensive
understanding of contextual information and inter-channel
dependencies. By alternating between the two, we ensure
that the model not only extracts powerful local features but
also comprehends their importance in the global context,
thus achieving a richer feature representation.The process
can be expressed by the following formula:

Fout = F + SCConv(Conv(SCConv(Conv(F )))), (5)

where Fout represents the output of the Spatial-Channel En-
hancement Block, Conv(·) denotes 3 × 3 convolution, and
SCConv(·) denotes Spatial-Channel Convolution.
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Figure 3. The architecture of the proposed High-Low Frequency
Decomposition Block starts by using Average pooling to extract
the low-frequency information from the features. Then, subtract-
ing this low-frequency information from the overall features yields
the high-frequency information.

3.3. High-Low Frequency Decomposition Block

To address the issue of the varying characteristics of
different degradations during image restoration, we were
inspired by ESRT[31] and recognized the applicability of
high-low frequency information to different degradation
types. High-frequency information typically reflects local
details in images, aiding in the restoration of fine image de-
tails, which is beneficial for tasks like deblurring and de-
noising. Meanwhile, low-frequency information generally
represents the overall structure of the image, assisting in
the restoration of image backgrounds and outlines, which
is helpful for tasks like super-resolution reconstruction and
multi-frame HDR reconstruction. Therefore, we separate
the high and low-frequency information of the image and
select different methods for feature extraction based on their
characteristics.

As shown in Fig. 3, we choose to use Avgpooling to ob-
tain the low-frequency information of the features. Then, by
subtracting the low-frequency information from the overall
features, we obtain the high-frequency information of the
features. Subsequently, we employ different methods to ex-
tract features from these two types of information. This pro-
cess can be represented by the following formula:

Flow = Avgpool(F ), (6)

F ′ = Upsampling(Flow), Fhigh = F − F ′, (7)

where Avgpool(·) represents average pooling, and
Upsampling(·) denotes bilinear interpolation upsampling.
Flow represents the separated low-frequency informa-
tion, while Fhigh represents the separated high-frequency
information.

As high-frequency information represents the details of
the image, we need to adopt smaller receptive fields to bet-
ter focus on local image information for finer detail restora-
tion. To address high-frequency information, we propose
the Local Feature Extraction Block for feature extraction,
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Figure 4. In the architecture of the proposed Global Feature Ex-
traction Block, three successive downsampling operations are re-
quired. To prevent the loss of structural information during down-
sampling, the module employs cross-scale feature fusion based on
wavelet transform.

comprising convolutions with multiple small convolution
kernels and dense connections. Small convolution kernels
allow for better focus on detail areas, while residual connec-
tions excel at exploring high-frequency information[11, 24].
Thus, this combination is highly effective for extracting
high-frequency information.

For the low-frequency information of images, it con-
tributes to the restoration of image backgrounds and out-
lines. Given that background and outline information occu-
pies a considerable proportion of the image, having long-
distance dependencies is beneficial for their restoration.
Therefore, as shown in Fig. 4, we introduce the Global Fea-
ture Extraction Block. In this module, we employ multi-
scale feature fusion to consider long-distance interactions,
and utilize Transformer during feature learning to estab-
lish global contextual relationships. Taking inspiration from
[52], the Transformer architecture implemented here es-
chews spatial self-attention in favor of channel-wise self-
attention. This is because spatial self-attention would incur
an unacceptable computational burden.

In addition, although multi-scale feature extraction can
achieve long-range dependencies, structural information
may be lost during the downsampling process. Inspired by
the ability of wavelet transformation to model scale infor-
mation in images[21], we propose the Multi-Scale Wavelet
Fusion Block for multi-scale information fusion. The Dis-
crete Wavelet Transform separates large-scale feature infor-
mation into {HH, HL, LH, LL}. We first fuse the origi-
nal small-scale information with LL, and then use Inverse
Discrete Wavelet Transform to fuse the merged informa-
tion with {HH, HL, LH}. This approach helps avoid the
loss of structural information when directly upsampling
small-scale feature maps and merging them with large-
scale feature maps. Overall, the Global Feature Extrac-
tion Block downsamples the input features three times, ap-
plies channel-wise self-attention on feature maps of differ-
ent sizes, and finally utilizes the Multi-Scale Wavelet Fu-
sion Block to merge features of different scales.

3.4. Training Loss

Training the network on tonemapped images is more ef-
fective than training directly in the HDR domain due to the
common practice of displaying HDR images after tonemap-
ping. Upon receiving an HDR image H in the HDR domain,
we compress the image’s range through the µ-law transfor-
mation.

T (H) =
log(1 + µH)

log(1 + µ)
, (8)

where µ denotes a parameter that specifies the extent of
compression, while T (H) signifies the tonemapped image.
Throughout our study, we constrain the values of H to fall
within the interval [0, 1], and we fix µ at 5000.

L1 = ∥T (H)− T (Ĥ)∥1, (9)

where Ĥ represents the predicted outcome derived from
our HLNet model, while H denotes the ground truth. In
this method, we utilize the L1 loss function to calculate the
loss.

4. Experiments
4.1. Experiments Settings

Datasets. The dataset we utilized is the training set from
the Bracketing Image Restoration and Enhancement Chal-
lenge - Track 2 BracketIRE+ Task. The data was obtained
through a simulation process proposed by Zhang [55]. The
dataset comprises a total of 1,335 data pairs from 35 scenes.
Each data pair includes two inputs of different sizes, ×2 and
×4, with our task utilizing the ×4 size. Each input consists
of five frames of raw images with different exposures, sized
(4,135,240). In this dataset, 1,045 data pairs from 31 scenes
were used for training, while the remaining 290 data pairs
from four other scenes were reserved for testing.

Evaluation Metrics. We use two objective measures for
quantitative comparison: PSNR-µ, SSIM-µ Here, µ indi-
cate that the metrics are calculated in the tonemapped do-
main, respectively.

Implementation Details. During the training process,
both multiple downsampling operations and small input im-
age sizes can affect training effectiveness. We cropped the
images to a size of 64×64 with a stride of 32, ensuring that
the feature sizes after multiple downsampling steps were
sufficient for effective feature extraction. We utilized the
PyTorch framework and employed the AdamW optimizer
with β1 = 0.9 and β2 = 0.999. Training was conducted on
a single A100 GPU using the synthetic dataset provided by
the BracketIRE+ Task for a total of 200 epochs, requiring 6
days of training.

4.2. Comparison with the State-of-the-art Methods

To validate the superiority of our model, we com-
pared it with three HDR reconstruction models, two
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Table 1. The evaluation results on the Bracketing Image Restoration and Enhancement Challenge - Track 2 BracketIRE+ Task’s dataset
[55]. We use NVIDIA RTX A100 GPU to calculate the inference time. The best and second best results are highlighted in Bold and
Underline, respectively.

Models AHDRNet[45] CA-ViT[30] XRestormer[6] TMRNet[55] Kim[23] ESRT[31] Ours

PSNR-µ↑ 26.37 27.44 28.79 28.91 29.02 29.11 29.66
SSIM-µ↑ 0.8479 0.8518 0.8566 0.8524 0.8571 0.8579 0.8598
Time(s) 0.691 0.749 0.807 0.413 0.684 0.711 0.642

#Params(M) 17.65 17.90 17.88 13.58 18.07 18.12 17.60

super-resolution models, and one unifying image restora-
tion and enhancement model. These models’ tasks are
closely related to ours. The HDR reconstruction mod-
els, AHDRNet[45], CA-ViT[30], and Kim[23], reconstruct
HDR images using multiple LDR frames, similar to our
task. The super-resolution models, XRestormer[6] and
ESRT[31], are currently among the best-performing super-
resolution models. The unifying image restoration and
enhancement method’s model, TMRNet[55], is consistent
with our task. To eliminate the influence of parameter dif-
ferences, we set the model parameters of these six methods
to be roughly the same.

For the three HDR reconstruction methods, we only
changed the number of input images, and the model used
its original alignment and feature extraction methods, and
finally added upsampling to increase the image resolution.
For the two super-resolution methods, we only used its
feature fusion method in the feature fusion stage, and the
alignment method and upsampling were consistent with our
model.

As shown in Table 1, our method leads the second-best
by 0.55 dB in terms of PSNR-µ. Overall, as depicted in
Fig. 5(a), the images restored by our method exhibit the
best visual effect to the human eye. In terms of detail recov-
ery, our model outperforms others, effectively restoring the
original shapes while other models exhibit significant blur-
riness. In Fig. 5(b), our method still performs the best in de-
tail recovery. We can observe rich details in the ears of our
images, while ears restored by other methods appear blurry.
Furthermore, ESRT’s results are commendable, attributed
to its adoption of high-low frequency decomposition meth-
ods, although slightly inferior to our model’s performance.
In Figure Fig. 5(c), only our method does not exhibit blurri-
ness in the edge details of the stick, while all other methods
do.

4.3. Ablation Studies

To validate the effectiveness of each component in our
model, we conducted ablation experiments on the Track
2 BracketIRE+ Task dataset. We designed four different
ablation experiments to assess the importance of different
components, including: (1) Removing the Spatial-Channel

Enhancement Block(SCEB) and replacing it with a simple
residual block; (2) Removing the High-Low Frequency De-
composition Block(HLFDB) and replacing it with a sim-
ple residual block; (3) Modifying the processing method
of high-low frequency information in the High-Low Fre-
quency Decomposition Block; (4) Modify the method of de-
composing high-low frequency information. Consequently,
a total of 6 different models were generated. The specific
details of the models will be elaborated below, and the re-
sults of the ablation experiments are shown in Table 2.

• Model1: In the shared-weight module, we replaced the
SCEB module with a simple residual block, and this
model was named HLNet-NoSCEB.

• Model2: In the non-shared-weight module, we replaced
the HLFDB module with a simple residual block, and this
model was named HLNet-NoHLFDB.

• Model3: In the HLFDB module, when processing high-
low frequency information, we used the Local Feature
Extraction Block for both, and this model was named
HLNet-LL.

• Model4: In the HLFDB module, when processing high-
low frequency information, we used the Global Feature
Extraction Block for both, and this model was named
HLNet-GG.

• Model5: In the HLFDB module, when processing high-
low frequency information, we use the method of process-
ing high-low frequency information in ESRT to process
high-frequency features and low-frequency features, and
this model was named HLNet-ESRT.

• Model6: In the HLFDB module, we replaced the previ-
ous method of decomposing high and low-frequency in-
formation using Average Pooling with the wavelet trans-
form method, and this model was named HLNet-Wavelet.

Without Spatial-Channel Enhancement Block. To
validate the effectiveness of the Spatial-Channel Enhance-
ment Block, we replaced it with a regular residual block.
By referring to Table 2, we observed a decrease of 0.25dB
in the PSNR-µ metric compared to our model. Based on
this result, we conclude that SCConv, by considering the
relationship between spatial and channel information, can
capture more comprehensive contextual information and
dependencies between channels. The ability to capture
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Figure 5. Examples of comparisions on the track 2 of the Bracketing Image Restoration and Enhancement Challenge dataset.
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Table 2. The Ablation study of HLNet on the Track 2 BracketIRE+
Task dataset.

Models PSNR-µ SSIM-µ
HLNet-NoSCEB 29.41 0.8581
HLNet-NoHLFDB 28.97 0.8560
HLNet-LL 28.69 0.8521
HLNet-GG 28.75 0.8547
HLNet-ESRT 29.27 0.8566
HLNet-Wavelet 29.32 0.8577
Ours 29.66 0.8598

Result Patch
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Figure 6. From the figure, it is evident the importance of the
High-Low Frequency Decomposition Block. Models without us-
ing HLFDB show poor detail recovery. HLNet-NoHLFDB repre-
sents the absence of HLFDB in our model.

contextual information and channel dependencies is highly
beneficial for extracting common features across different
degradations.

Without High-Low Frequency Decomposition Block.
To validate the effectiveness of the High-Low Frequency
Decomposition Block, we replaced it with a regular residual
block. By referring to Table 2, we observed that this module
is crucial, as removing it resulted in a decrease of 0.69dB
in the PSNR-µ metric, which is unacceptable. This further
confirms the importance of this module. Additionally, we
can also perceive the advantages of this module in detail
restoration visually. As shown in Fig. 6, removing the High-
Low Frequency Decomposition Block significantly reduces
the details in the resulting image. There is severe blurring
in the hand area. However, with the High-Low Frequency
Decomposition Block, the hand area is well restored.

Altering the approach to processing high-low fre-
quency information in the HLFDB module. To vali-
date the rationality and effectiveness of processing high-
frequency information with convolution and low-frequency
information with Transformer, we designed three sets of
experiments: in the first set, both high-frequency and low-

Table 3. Results on track 2 of the Bracketing Image Restoration
and Enhancement Challenge[56].

Rank Team PSNR ↑ / SSIM ↑ / LPIPS ↓ #Params(M)

1 SRC-B 34.26 / 0.8913 / 0.206 95.00
2 NWPU 30.59 / 0.8728 / 0.268 13.37
3 FZU DXW 29.82 / 0.8537 / 0.282 14.34
4 CYD 29.66 / 0.8598 / 0.284 17.60
5 CVG 29.25 / 0.8521 / 0.278 71.82

- TMRNet [55] 28.91 / 0.8572 / 0.273 13.58

frequency information were processed with convolution; in
the second set, both high-frequency and low-frequency in-
formation were processed with Transformer; in the third set,
we used the method of processing high-low frequency in-
formation in ESRT to process features. From Table 2, we
observed that all three methods yielded poor results. There-
fore, we conclude that it is reasonable and effective to pro-
cess them with different methods according to the different
characteristics of high-low frequency information.

Using wavelet transform to decompose high-low fre-
quency information. To validate the effectiveness of using
average pooling for decomposing high and low-frequency
information, we conducted an experiment using wavelet
transform to decompose high and low-frequency informa-
tion. From Table 2, we can see that although the method
of using wavelet transform to decompose high and low-
frequency information does not perform as well as using
average pooling for decomposition. This is because wavelet
transform, when inappropriate wavelet basis functions are
chosen, may lead to the loss of important details in the im-
age, affecting the final image quality.

4.4. Results of NTIRE 2024 Challenge on Brack-
eting Image Restoration and Enhancement -
Track 2 BracketIRE+ Task

We participated in the Bracketing Image Restoration and
Enhancement Challenge - Track 2 BracketIRE+ Task at NI-
TRE2024 and achieved the fourth place. The results are
shown in Table 3. Our PSNR score is 0.75dB higher than
the baseline model TMRNet.

5. Conclusion
In this paper, we propose an approach called HLNet,

which is based on high-low frequency decomposition for
Bracketing Image Restoration and Enhancement. Typi-
cally, image restoration requires low-frequency informa-
tion, while image enhancement requires high-frequency in-
formation. Therefore, to uniformly address different degra-
dation issues, we propose a method based on high-low fre-
quency decomposition, which can simultaneously provide
the high-frequency and low-frequency information required
for degraded images.
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