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Abstract

Although many recent works have made advancements
in the image restoration (IR) field, they often suffer from
an excessive number of parameters. Another issue is that
most Transformer-based IR methods focus only on either lo-
cal or global features, leading to limited receptive fields or
deficient parameter issues. To address these problems, we
propose a lightweight network, Reciprocal Attention Mix-
ing Transformer (RAMiT). It employs our proposed dimen-
sional reciprocal attention mixing Transformer (D-RAMiT)
blocks, which compute bi-dimensional self-attentions in
parallel with different numbers of multi-heads. The bi-
dimensional attentions help each other to complement their
counterpart’s drawbacks and are then mixed. Addition-
ally, we introduce a hierarchical reciprocal attention mix-
ing (H-RAMi) layer that compensating for pixel-level in-
formation losses and utilizes semantic information while
maintaining an efficient hierarchical structure. Further-
more, we revisit and modify MobileNet V2 to attach efficient
convolutions to our proposed components. The experimen-
tal results demonstrate that RAMiT achieves state-of-the-
art performance on multiple lightweight IR tasks, including
super-resolution, low-light enhancement, deraining, color
denoising, and grayscale denoising. Codes are available at
https://github.com/rami0205/RAMiT.

1. Introduction
Lightweight image restoration (IR) or enhancement tech-
niques are essential for addressing inherent flaws in images
captured in the wild, especially those taken by devices with
low computational power. These techniques aim to recon-
struct high-quality images from their distorted low-quality
counterparts. However, many lightweight IR tasks with the
popular vision Transformer [14] based methods remain rel-
atively unexplored. Although many recent Transformer [52]
networks have improved the IR domain [7, 9, 56, 65, 69],
they are infeasible for real-world applications due to their

*This work has been done during Master’s course in Sogang University.
†Corresponding author.

large number of parameters. Furthermore, even the state-
of-the-art lightweight IR networks consume intensive com-
putational costs [5, 10, 33, 38, 73]. Another problem is that
some IR models mainly focus on expanding the receptive
field with respect to locality [9, 10, 33, 56, 73], which is
insufficient to capture the global dependency in an image.
This is critical because the IR networks need to refer to re-
peated patterns and textures distributed throughout the im-
age [18, 38]. Meanwhile, others have tried to enlarge the
receptive field globally [5, 65, 69] but have overlooked im-
portant local (spatial) information, which is conventionally
essential for recovery tasks [9, 10, 21, 56]. Fig. 1 visualizes
a few examples in which a successful IR depends on the
ability to consider both local and global features in a given
distorted low-quality image, emphasizing how significant
the problem is.

To address these problems, we propose a lightweight
IR network called RAMiT (Reciprocal Attention Mixing
Transformer). As shown in Fig. 2a, RAMiT consists of
a shallow module, three hierarchical and the last stages
composed of Ka D-RAMiT blocks before and after an up-
sampling bottleneck layer, an H-RAMi, and a final recon-
struction module. Our proposed D-RAMiT (Dimensional
Reciprocal Attention Mixing Transformer) blocks include
a novel bi-dimensional self-attention (SA) mixing module.
This operates spatial and channel SA mechanisms [33, 65]
in parallel with different multi-heads, and mixes them. To
overcome the drawbacks of each SA, we allow the results
from the previous block to help the respective counterparts’
SA procedures. Consequently, RAMiT can capture both
local and global dependencies. Additionally, we propose
an efficient component, H-RAMi (Hierarchical Reciprocal
Attention Mixer) that mixes the multi-scale attentions re-
sulting from four hierarchical stages. This component com-
plements pixel-level information losses caused by down-
sampled features, and enhances semantic-level representa-
tions. It enables RAMiT to re-think where and how much
attention to pay in the given input feature maps. For a mix-
ture of each reciprocal (i.e., dimensional and hierarchical)
attention result, we modify MobileNet V2 [48]. Utiliz-
ing this MobiVari (MobileNet Variant) layer, we can ef-
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Figure 1. The importance of locality and global dependency in image restoration tasks. (Blue boxes) Local features are informative enough
to recover most parts, meaning that the contribution of locally adjacent pixels is crucial. (Red boxes) Some areas seem more challenging
due to high levels of distortion (blurring, noise, darkness, or obstruction). They require global dependency, which can often be detected in
repeated patterns or textures distributed throughout the entire image.

ficiently and effectively attach the convolutions to the net-
work.

The experimental results demonstrate that the various
lightweight IR works are improved by our RAMiT. As
a result, we establish state-of-the-art performance on five
different lightweight IR tasks, including super-resolution,
low-light enhancement, deraining, color denoising, and
grayscale denoising, showing applicability of RAMiT to
general low-level vision tasks. Notably, RAMiT achieves
these results with fewer operations or parameters than the
other networks.

The summaries of our main contributions are as follows:
(1) We propose a dimensional reciprocal attention mix-

ing Transformer (D-RAMiT) block. The spatial and
channel self-attentions with the different numbers of
multi-heads operate in parallel using and are fused.
Therefore, the network can capture both local and
global context, which is critical for image restoration
tasks.

(2) A hierarchical reciprocal attention mixing (H-RAMi)
layer is introduced. It compensates for pixel-level in-
formation losses caused by downsampled features of
hierarchical structure, and utilizes semantic-level in-
formation, while maintaining an efficient hierarchical
structure.

(3) Our RAMiT achieves state-of-the-art results on five
different lightweight image restoration tasks. It is
noteworthy that RAMiT requires fewer parameters or
operations compared to existing methods.

2. Related Work
Window Self-Attention. After Vision Transformer
(ViT) [14] appeared, Swin Transformer [36] proposed win-
dow self-attention (WSA) to solve the excessive time com-
plexity of ViT. Self-attention is computed with the tokens in
a non-overlapping local window. However, since the recep-
tive field of WSA was limited within a small window, some
following high-level vision studies tried to overcome this
issue. GGViT [63], CrossFormer [54], and MaxViT [51]

utilized dilated windows to capture the dependency in non-
local regions. Focal Transformer [59] gradually widened
surrounding regions (key, value) of a local window (query).
CSwin[13] extended square windows to cross-shaped rect-
angle windows. VSA [72] dynamically varied the window
size, breaking the local constraint. DaViT [12] alternately
placed spatial WSA and channel self-attention blocks to
consider both local and global dependencies in an image.

WSA for Image Restoration. The image restora-
tion (IR) tasks aim to recover a high-quality image from
a degraded low-quality counterpart. SwinIR [33] firstly
adapted window self-attention (WSA) in this domain and
achieved outstanding results. Thereafter, many studies
employed WSA and overcame the limited receptive field.
Uformer [56] proposed locally-enhanced feed-forward net-
work to refer to neighbor pixels. ELAN [73] split chan-
nels of input feature maps into different sized windows,
efficiently enlarging the local receptive field. Following
[51, 54, 63], ART [69] exploited the dilated window atten-
tion. NGswin [10] introduced an N-Gram method helping
WSA to consider surrounding pattern and texture. More-
over, Restormer [65] and NAFNet [8] utilized channel-
attention rather than spatial WSA for maximizing the ca-
pability of attention mechanism in capturing global depen-
dency. Related to the approaches above, we aim to address
the weakness of the plain WSA

3. Methodology

3.1. Overall Architecture of RAMiT

As shown in Fig. 2a, given a low-quality image ILQ ∈
R3(or1)×H×W , a 3 × 3 convolutional shallow module pro-
duces Xs ∈ RC×H×W , where H and W are height and
width of ILQ, and C is channel. Xs passes through
hierarchical encoder stages consisting of Ka D-RAMiT
(Dimensional Reciprocal Attention Mixing Transformer,
Sec. 3.2 and Fig. 2b) blocks, where a indicates the stage
number. D-RAMiT calculates self-attention (SA) in bi-
dimensions (spatiality and channel) with the different num-
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Figure 2. Overall architecture of RAMiT. (a) The size indicates dimension of output from each component. The operation of ILQ + Ires
is omitted for super-resolution tasks. IRC equals to Ires ∈ R3×rH×rW (r: an upscale factor). (b) The different multi-heads (Lsp, Lch)
are assigned to each self-attention (SA) module. Being multiplied to value of each counterpart, both SAs help each other (white arrows,
optional depending on tasks). The bi-dimensional attentions are mixed by our MobileNet variant, MobiVari1. (c) H-RAMi mixes the
hierarchical attentions resulting from the last blocks of each stage. Before MobiVari enhances and mixes the attentions, this module
upsamples and concatenates multi-scale attentions. (d) Our bottleneck adopts the SCDP bottleneck of NGswin [10].

bers of multi-heads. After projecting query, key, value
and splitting current feature map into L heads, Lsp and
Lch(= L − Lsp) heads are assigned to spatial and channel
self-attention modules, respectively. For both SAs, we em-
ploy scaled-cosine attention and post-normalization [37].
The reciprocally computed attentions are mixed by Mobi-
Vari1 (MobileNet Variants). Afterwards, the output passes
through layer-norm (LN) [4] with skip connection [20],
feed-forward network, and LN. At the end of the first and
second stages, we downsample the feature maps by half, but
maintain the channels. While the downsizing layers fol-
low the patch-merging practice of Swin Transformers [36],
we replace a plain linear projection of these layers with our
MobiVari.

When the stage3 ends, Xs and multi-scale outputs from
stage 1, 2, 3 are fed into a bottleneck layer (Fig. 2d), which
is the same as SCDP bottleneck from NGswin [10] except
that depth- and point-wise convolution switches over to our
MobiVari. The bottleneck taking multi-scale features can
compensate for information loss caused by the downsizing
layers. Using a bottleneck output, the stage4 composed of
K4 D-RAMiT blocks operates in the same way as the other
stages. Then, the merged attention results outputted by the
last Transformer blocks of all the stages are conveyed to an
H-RAMi layer (Hierarchical Reciprocal Attention Mixer,
Sec. 3.3 and Fig. 2c). H-RAMi upsamples them into H×W
using a pixel-shuffler [49] and aggregates them, which is
merged by MobiVari. This layer is simple but robust to

1MobiVari modifies the activation function and residual connections
and the expansion convolution of the original MobileNet V2 [48]. We
detail the MobiVari structure in Appendix Sec. A.1.

pixel-level information losses as is our bottleneck. The re-
mixed hierarchical attention is element-wise multiplied to
the stage4 output. A global skip-connection adds the re-
sult with Xs [29], which is then fed into the reconstruction
module to produce a residual image Ires. The reconstruc-
tion module follows the common practice [2, 10, 33], but
places two MobiVari layers before the original version to
boost the performances (detailed in Appendix Sec. A.1). Fi-
nally, Ires+ILQ makes a reconstructed image IRC (ignored
for super-resolution, i.e., Ires = IRC).

3.2. Dimensional Reciprocal Attention Mixing
Transformer Block

Motivation. To improve low-level vision tasks like image
restoration (IR), it is crucial to refer to repeated patterns and
textures distributed through an entire image (i.e., global or
non-local context) [18, 38], as already presented in Fig. 1.
Nevertheless, while many approaches for high-level vision
tasks, such as classification, have enriched non-locality [12,
51, 54, 63], most lightweight IR methods lack the capabil-
ity to capture global dependency. They maximize only “lo-
cality” by adding correlation of adjacent neighbors to a lo-
cal window [10], or splitting the channels into three groups
and the corresponding sizes of local windows within which
the self-attention is computed [73]. Meanwhile, channel-
attention mechanism is theoretically capable of equipping
global dependency by involving all pixels along the chan-
nel dimension [8, 25, 65, 74]. Fig. 3a visualizes the ac-
tual receptive field of different self-attention methods us-
ing the Local Attribution Map [18]. The channel self-
attention (CHSA) views nearly global areas but performs
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(b) Pipelines of our dimensional reciprocal self-attentions.

Figure 3. (a) The depth of the red areas indicates the extent to which the regions contribute to recovering a red box of an input. D-
RAMiT utilizes both local and global dependencies, meaningfully expanding the receptive field compared to the pure SPSA (see Appendix
Sec. A.3). (b) Our bi-dimensional self-attention schemes help each other to further boost image restoration performances.

poorly (Tab 4a), because lightweight CHSA focuses on the
unnecessary parts with deficient trainable parameters [11].
On the other hand, the spatial self-attention (SPSA2) suf-
fers from the limited receptive field despite intensive com-
putational costs (Tab 4a), which suggests the potential for
further improvement. Hence, our goal is to incorporate lo-
cal and global context rather than merely enlarging “local”
receptive field.

Proposed Method. We propose a bi-dimensional re-
ciprocal self-attention, which is implemented by operating
both SPSA and CHSA in parallel (Fig. 2b). Our proposed
method can capture both local and global range dependency,
thereby improving the IR performances. As illustrated in
Fig. 3b, our SPSA and CHSA pipelines adapt the local win-
dow self-attention of SwinIR [33] and the transposed atten-
tion of Restormer [65], respectively. We assign the different
numbers of multi-heads Lsp and Lch (Lsp + Lch = L) to
SPSA and CHSA to compute reciprocal attention Attn, as
follows:

Attn = MobiVari(Concat[SPSA,CHSA]) (1)

Each self-attention and the corresponding heads are ob-
tained by Eq. 2 and Eq. 3, respectively:

SPSA = Psp(Concat[head
sp
1 , ..., headspLsp

]),

CHSA = Pch(Concat[head
ch
Lsp+1, ..., head

ch
L ])

(2)

headspi = Softmax(cos(Qsp
i , (Ksp

i )T )/τ +B)V sp
i ,

headchi = Softmax(cos(Qch
i , (Kch

i )T )/τ)V ch
i

(3)

Qsp
i ,Ksp

i , V sp
i and Qch

i ,Kch
i , V ch

i are query, key, value
for SPSA and CHSA, respectively; cos calculates cosine
similarity [37]; B ∈ RM2×M2

is the relative positional
bias [36]; τ is a trainable scalar that is set larger than
0.01 [37]; Psp, Pch denotes the reshape and projection

2In this paper, SPSA indicates the local window-based self-attention
proposed by Swin Transformer [36].

Ω(SPSA) = 4ĤŴC2 + 2M2ĤŴC

Ω(CHSA) = 4ĤŴC2 + 2ĤŴC2/L

Task Pure CHSA Pure SPSA D-RAMiT (proposed)
SR ×2 153.4G / 957K 173.4G / 975K 163.4G / 940K
SR ×4 39.6G / 978K 44.6G / 996K 42.1G / 961K

Denoising 583.2G / 952K 659.9G / 970K 620.8G / 935K
*SR: Super-Resolution
*Both methods have the same number of layers and channels.

Table 1. (Eq.) Time complexity. (Tab.) Mult-Adds / #Parameters.

layer. Similar to our work, DaViT [12] has sequentially
placed the same numbers of SPSA and CHSA blocks. How-
ever, it can consider global context only after attending to
spatial dimension (see Appendix Sec. A.2). In contrast,
D-RAMiT processes both SAs in parallel, allocating more
heads to SPSA (e.g., Lsp:Lch=75%:25%). Then, our Mo-
biVari mixes local and global attentions as well as enhances
locality by 3× 3 depth-wise convolution [56, 65]. The sub-
sequent process follows Fig. 2b.

Reciprocal Helper. Our bi-dimensional modules help
each other to compensate for each others’ weaknesses,
thereby further boosting lightweight IR performances.
When operating SPSA of ℓ-th block, value is element-wise
multiplied with the CHSA output of (ℓ − 1)-th block, be-
fore multiplying attention map3 and value. The inverse pro-
cess applies to CHSA as well. It is noteworthy that inten-
sities of information on each SA differ. Each single chan-
nel from the previous CHSA has various global representa-
tions. Thus, we squeeze (average-pool) it at head dimension
before product. On the other hand, averaging channels of
SPSA can preserve valuable local properties. As a result,
we squeeze feature of the previous SPSA at channel dimen-
sion. The first D-RAMiT block of each stage excludes this
step due to absence of the previous features with a same res-
olution. We verify the effects of this approach in Tab. 4b.

Efficiency. The pure SPSA module employed by other
IR networks [10, 33, 73] have quadratic time complexity
to a local window size. On the other hand, the time com-

3Following [73], we remove the attention mask to avoid inefficiency
when a cyclic shift [36] is operated.
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(d) 𝑜4 ∗ 𝑜ℎ(a) High-Quality Image
(ground-truth)

(b) Stage4 Output (𝑜4) (c) H-RAMi output (𝑜ℎ)

Figure 4. Impacts of H-RAMi. (a) A ground-truth high-quality image. (b), (c) The feature maps after stage 4 and H-RAMi. (d) Element-
wise product of (b) and (c) (Remind Fig. 2a). (b), (c), (d) are obtained by max-pooling along channel and standardization. More are in
Appendix Sec. A.5.

plexity of a CHSA module is usually lower than that of an
SPSA, as channels per head (C/L) is mostly not larger than
a local window area (M2) in the equations of Tab. 1. Our
proposed D-RAMiT, thus, is more efficient than the pure
SPSA. Moreover, D-RAMiT significantly compensates the
limited capability of the pure CHSA (see Tab. 4a). Mult-
Adds is evaluated on a 1280× 720 high-resolution image.

3.3. Hierarchical Reciprocal Attention Mixer

Motivation. There are many evidences that a hierarchical
network is usually less effective for IR tasks [10, 11, 23, 76].
This is because the goal of IR is to predict pixel val-
ues one by one (i.e., dense prediction) inferring recovery
patterns when given the distribution of other pixels [18].
However, downsizing feature maps significantly loses im-
portant pixel-level information, which prevents many IR
researchers from employing hierarchical structures [2, 5,
39, 45, 73, 74]. Nevertheless, a hierarchical architec-
ture has several advantages. First, reducing the feature
map size can lower time complexity. For example, non-
hierarchical SwinIR-light [33] requires intensive computa-
tions (See Tab. 2). Furthermore, a hierarchical structure can
learn semantic-level feature representation as well as pixel-
level [19, 53]. To complement the demerits and leverage
the merits, we propose the Hierarchical Reciprocal Atten-
tion Mixing layer.

Proposed Method. As presented in Fig. 2c, our H-
RAMi layer is simple but effective. Inspired by SCDP bot-
tleneck [10], we apply the same strategy to “multi-scale at-
tentions” from the hierarchical encoder stages instead of the
final outputs. H-RAMi takes the attentions merged by Mo-
biVari before layer-norm [4] (a red dashed arrow next to
a violet rectangle of Fig. 2b) of the last D-RAMiT blocks
in the hierarchical stage 1, 2, 3, 4. After we upsample the
resolutions of the mixed bi-dimensional attentions (inputs)
into H×W , they are concatenated and mixed by our Mobi-
Vari. Therefore, our H-RAMi can take advantage of both
multi-scale and bi-dimensional attentions, re-considering
where and how much attention to pay semantically and
globally. Fig. 4 illustrates the impacts of H-RAMi. The

output of stage 4 at (b) produces relatively unclear edges
for fine-grained areas. This vulnerability stems from less
abundant pixel-level information than non-hierarchical net-
works [5, 33, 73]. However, H-RAMi reconstructs atten-
tive areas and produces clearer borders at (c) by taking both
pixel- and semantic-level information. As a result, the re-
attended feature map at (d) contains more apparent and ob-
vious boundaries, which enhances the image restoration ac-
curacy (Tab. 4a).

4. Experiments

4.1. Experimental Setup

Training. We randomly cropped low-quality (LQ) im-
ages into various sizes of patches according to each task.
The training data was augmented by the random horizon-
tal flip and rotation (90◦, 180◦, 270◦) as done in the re-
cent works [5, 10, 33, 73]. We minimized L1 pixel-loss
between IRC and a ground truth high-quality image IHQ:
L = ∥IHQ − IRC∥1 with Adam [30] optimizer. For im-
age super-resolution (SR), 800 high and low resolution im-
age pairs from DIV2K [1] dataset were used. The low-
resolution images were acquired by the MATLAB bicu-
bic kernel from corresponding high-resolution images. The
color and grayscale image denoising (DN) models were
trained on DFBW, a merged dataset of 800 DIV2K, 2,650
Flickr2K [50], 400 BSD500 [3], and 4,744 WED [40] im-
ages, following [11, 33, 65, 69]. The random Gaussian
noise level σ ranging [0, 50] was used to get noisy LQ im-
ages. For low-light image enhancement (LLE), 1,785 dark
and bright image pairs were utilized (485 LOL [57] + 1,300
VE-LOL [35]), which were either captured or synthesized.
Next, we trained our deraining (DR) model on 13,711 syn-
thesized rainy and clean image pairs of Rain13K [64] col-
lected from [17, 31, 60, 67, 68]. Other details are in Ap-
pendix Sec. B.

Evaluation. For SR, we evaluated the perfor-
mances on the five benchmark datasets, composed of
Set5 [6], Set14 [66], BSD100 [42], Urban100 [26], and
Manga109 [43]. We calculated PSNR (dB) and SSIM [55]
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Figure 5. Visual comparisons of multiple lightweight image restoration tasks. LQ: Low-Quality input. HQ: High-Quality target. (1st
row) Super-Resolution. (2nd row) Denoising. (3rd row) Low-Light Enhancement. (4th row) Deraining. More results are provided in
Appendix Sec. C.

scores on the Y channel of the YCbCr space. The same
metrics were calculated for testing DR, which involves
Test100 [68] and Rain100H [60] datasets. To test DN
performances, Gaussian noise with different levels σ of
{15, 25, 50} is added. We reported PSNR and SSIM on
the RGB channel of CBSD68 [42], Kodak24 [16], McMas-
ter [71], and Urban100 for color DN and on Y channel of
Set12 [70], BSD68 [42], and Urban100 for grayscale DN.
The same metrics for color DN were employed to evaluate
the LLE performances on 15 LOL [57] and 100 VE-LOL-
cap [35] test images.

4.2. Qualitative Comparisons

Fig. 5 presents the visual comparisons with other models,
which were selected based on existing state-of-the-art stud-
ies for each task. The illustration demonstrates that our pro-
posed dimensional and hierarchical attention mixing meth-
ods were able to recover more accurate textures and patterns
than other methods. Our combination of “local and global”
and “pixel- and semantic-level” features made our proposed
approach effective. More results are in Appendix Sec. C.

4.3. Quantitative Comparisons

Image Super-Resolution (SR). In Tab. 2, we com-
pared our RAMiT with other state-of-the-art lightweight
SR methods, including CARN (ECCV18) [2], Lat-
ticeNet (ECCV20) [39], SwinIR-light (ICCVW21) [33],
FMEN (CVPRW22) [15], ESRT (CVPRW22) [38], ELAN-
light (ECCV22) [73], DiVANet (PR23) [5], NGswin
(CVPR23) [10], and SwinIR-NG (CVPR23) [10]. We also
reported the number of operations (Mult-Adds) of each
model. Our RAMiT gained PSNR up to 0.12dB while
consuming only 59.6 ∼ 67.7% of the operations used by
SwinIR-NG. Especially, RAMiT offers the best trade-off
between efficiency and performance on ×2 and ×4 tasks
among the compared approaches. For a concern of the num-
ber of parameters, see Appendix Sec. A.6.

Low-Light Image Enhancement (LLE). RAMiT
substantially surpassed the state-of-the-art LLE methods,
including DRBN (CVPR20) [61], KinD++ (IJCV21) [75],
EnlightenGAN (TIP21) [28], and URetinex-Net
(CVPR22) [58], as recorded in Tab. 3a. Our method
restored much more accurate brightness and objects from
the extremely dark image than other models. While they
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Method Mult-Adds #Params Scale Set5 [6] Set14 [66] BSD100 [42] Urban100 [26] Manga109 [43]
PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

CARN [2] 222.8G 1,592K

×2

37.76 0.9590 33.52 0.9166 32.09 0.8978 31.92 0.9256 38.36 0.9765
LatticeNet [39] 169.5G 756K 38.06 0.9607 33.70 0.9187 32.20 0.8999 32.25 0.9288 38.94 0.9774

SwinIR-light [33] 243.7G 910K 38.14 0.9611 33.86 0.9206 32.31 0.9012 32.76 0.9340 39.12 0.9783
FMEN [15] 172.0G 748K 38.10 0.9609 33.75 0.9192 32.26 0.9007 32.41 0.9311 38.95 0.9778
ESRT [38] 191.4G 677K 38.03 0.9600 33.75 0.9184 32.25 0.9001 32.58 0.9318 39.12 0.9774

ELAN-light [73] 168.4G 582K 38.17 0.9611 33.94 0.9207 32.30 0.9012 32.76 0.9340 39.12 0.9783
DiVANet [5] 189.0G 902K 38.16 0.9612 33.80 0.9195 32.29 0.9012 32.60 0.9325 39.08 0.9775
NGswin [10] 140.4G 998K 38.05 0.9610 33.79 0.9199 32.27 0.9008 32.53 0.9324 38.97 0.9777

SwinIR-NG [10] 274.1G 1,181K 38.17 0.9612 33.94 0.9205 32.31 0.9013 32.78 0.9340 39.20 0.9781
RAMiT (ours) 163.4G 940K 38.16 0.9612 34.00 0.9213 32.33 0.9015 32.81 0.9346 39.32 0.9783

CARN [2] 118.8G 1,592K

×3

34.29 0.9255 30.29 0.8407 29.06 0.8034 28.06 0.8493 33.50 0.9440
LatticeNet [39] 76.3G 765K 34.40 0.9272 30.32 0.8416 29.10 0.8049 28.19 0.8513 33.63 0.9442

SwinIR-light [33] 109.5G 918K 34.62 0.9289 30.54 0.8463 29.20 0.8082 28.66 0.8624 33.98 0.9478
FMEN [15] 77.2G 757K 34.45 0.9275 30.40 0.8435 29.17 0.8063 28.33 0.8562 33.86 0.9462
ESRT [38] 96.4G 770K 34.42 0.9268 30.43 0.8433 29.15 0.8063 28.46 0.8574 33.95 0.9455

ELAN-light [73] 75.7G 590K 34.61 0.9288 30.55 0.8463 29.21 0.8081 28.69 0.8624 34.00 0.9478
DiVANet [5] 89.0G 949K 34.60 0.9285 30.47 0.8447 29.19 0.8073 28.58 0.8603 33.94 0.9468
NGswin [10] 66.6G 1,007K 34.52 0.9282 30.53 0.8456 29.19 0.8078 28.52 0.8603 33.89 0.9470

SwinIR-NG [10] 114.1G 1,190K 34.64 0.9293 30.58 0.8471 29.24 0.8090 28.75 0.8639 34.22 0.9488
RAMiT (ours) 77.3G 949K 34.63 0.9290 30.60 0.8467 29.25 0.8093 28.76 0.8646 34.30 0.9490

CARN [2] 90.9G 1,592K

×4

32.13 0.8937 28.60 0.7806 27.58 0.7349 26.07 0.7837 30.47 0.9084
LatticeNet [39] 43.6G 777K 32.18 0.8943 28.61 0.7812 27.57 0.7355 26.14 0.7844 30.54 0.9075

SwinIR-light [33] 61.7G 930K 32.44 0.8976 28.77 0.7858 27.69 0.7406 26.47 0.7980 30.92 0.9151
FMEN [15] 44.2G 769K 32.24 0.8955 28.70 0.7839 27.63 0.7379 26.28 0.7908 30.70 0.9107
ESRT [38] 67.7G 751K 32.19 0.8947 28.69 0.7833 27.69 0.7379 26.39 0.7962 30.75 0.9100

ELAN-light [73] 43.2G 601K 32.43 0.8975 28.78 0.7858 27.69 0.7406 26.54 0.7982 30.92 0.9150
DiVANet [5] 57.0G 939K 32.41 0.8973 28.70 0.7844 27.65 0.7391 26.42 0.7958 30.73 0.9119
NGswin [10] 36.4G 1,019K 32.33 0.8963 28.78 0.7859 27.66 0.7396 26.45 0.7963 30.80 0.9128

SwinIR-NG [10] 63.0G 1,201K 32.44 0.8980 28.83 0.7870 27.73 0.7418 26.61 0.8010 31.09 0.9161
RAMiT (ours) 42.1G 961K 32.56 0.8992 28.83 0.7873 27.71 0.7418 26.60 0.8017 31.17 0.9170

Table 2. Comparison of lightweight super-resolution results. Mult-Adds is evaluated on a 1280× 720 high-resolution image. The best and
second best results are in red and blue.

(a) Low-Light Image Enhancement (LLE).

Method #Params LOL [57] VE-LOL-cap [35]
PSNR SSIM PSNR SSIM

DRBN [61] 558K 18.80 0.8304 20.11 0.8545
KinD++ [75] 8,275K 21.80 0.8338 22.21 0.8430

EnlightenGAN [28] 8,640K 17.48 0.6507 18.64 0.6754
URetinex-Net [58] 361K 21.33 0.8348 21.22 0.8593

RAMiT (ours) 935K 24.14 0.8423 28.73 0.8886

(b) Image Deraining (DR).

Method #Params Test100 [68] Rain100H [60]
PSNR SSIM PSNR SSIM

UMRL [62] 984K 24.41 0.8290 26.01 0.8320
MSPFN [27] 13,350K 27.50 0.8760 28.66 0.8600

DRT [34] 1,180K 27.02 0.8470 29.47 0.8460
TAO-Net [32] 755K 28.59 0.8870 28.96 0.8640

RAMiT (ours) 935K 30.44 0.9012 29.69 0.8775

Table 3. Comparison of lightweight low-light image enhancement and image deraining results.

adhered to the conventional approaches, such as Retinex
algorithms [46] and convolutional neural networks, our
advanced Transformer easily defeated them by up to
6.52dB of the PSNR score.

Image Deraining (DR). Tab. 3b shows that RAMiT
could more sufficiently remove rains than the state-of-
the-art DR methods: UMRL (CVPR19) [62], MSPFN
(CVPR20) [27], DRT (CVPRW22) [34], and TAO-Net
(SPLetters22) [32]. We gained PSNR scores up to 1.73dB
with the second smallest architecture. In particular, MSPFN
network fell behind RAMiT in performance despite having
3.89 times more parameters than RAMiT.

Color Image Denoising (CDN). In Tab. 5a, we re-
ferred to the lightweight denoising Transformer base-
lines introduced by [11], such as SwinIR-light (IC-
CVW21) [33], Restormer-light (CVPR22) [65], CAT-light
(NeurIPS22) [9], ART-light (ICLR23) [69], and NGswin
(CVPR23) [10]. It is notable that SwinIR, CAT, and
NGswin aimed to boost locality of a window-based spa-
tial self-attention, while Restoremer and ART pursued an

improved ability in capturing non-local dependency in an
image. However, RAMiT surpassed them on every noise
level and dataset through both local and global context.

Grayscale Image Denoising (GDN). As shown in
Tab. 5b, our RAMiT was good at removing noise from the
grayscale images as well. RAMiT reconstructed more simi-
lar images to ground-truth for human-perception in that our
SSIM scores were the highest. Moreover, RAMiT gained
PSNR scores on all noise levels up to 0.23dB.

4.4. Ablation Study

D-RAMiT. Tab. 4a ({i} vs. {iii} vs. {v}) compares our
D-RAMiT with a pure SPSA and CHSA on SR ×2, ×4,
CDN, LLE, and DR. The proposed D-RAMiT overcame the
limited capacity of CHSA and the narrow receptive field
of SPSA. Our method achieved better results on multiple
tasks with fewer computations and parameters than SPSA.
This effectiveness is also observed without the H-RAMi
layer, another proposed method ({ii} vs. {iv}). More-
over, as shown in Tab. 4b, the reciprocal helper contributed
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(a) D-RAMiT & H-RAMi (Mult-Adds / #Params / Average PSNR).
Transformer H-RAMi SR ×2 SR ×4 CDN σ = 50 LLE DR
Pure CHSA w/ 153.4G / 957K / 34.994 39.6G / 978K / 29.074 583.2G / 952K / 28.848 583.2G / 952K / 23.985 583.2G / 952K / 28.810 {i}
Pure SPSA w/o 168.6G / 955K / 35.218 43.4G / 976K / 29.302 641.2G / 950K / 29.010 641.2G / 950K / 25.095 641.2G / 950K / 29.175 {ii}
Pure SPSA w/ 173.4G / 975K / 35.276 44.6G / 996K / 29.342 659.9G / 970K / 29.128 659.9G / 970K / 25.140 659.9G / 970K / 29.190 {iii}
D-RAMiT w/o 158.5G / 920K / 35.310 40.9G / 940K / 29.338 602.1G / 914K / 29.205 602.9G / 914K / 26.365 602.1G / 914K / 29.940 {iv}
D-RAMiT w/ 163.4G / 940K / 35.324 42.1G / 961K / 29.374 620.8G / 935K / 29.275 621.6G / 935K / 26.435 620.8G / 935K / 30.065 {v}

(b) Reciprocal Helper (w/o / w/ ).
Task Mult-Adds (G) PSNR
SR ×2 163.2 / 163.4 35.308 / 35.324
SR ×3 77.16 / 77.26 31.482 / 31.508
SR ×4 42.08 / 42.13 29.308 / 29.374
LLE 620.8 / 621.6 25.915 / 26.435

(c) MobiVari Activation Function.
Activation SR ×2 CDN σ = 50 LLE

ReLU6 [24, 48] 35.304 29.220 25.530
ReLU [44] 35.322 29.270 26.160
GELU [22] 35.320 29.268 26.230

Swishβ=1 [47] 35.306 29.250 26.160
LeakyReLU [41] 35.324 29.275 26.435

Table 4. Ablation studies on our proposed methods. The reported PSNR scores represent the average values on the benchmark test datasets
of each image restoration task provided in Tabs. 2, 3, 5. Mult-Adds is calculated on a 1280× 720 high-quality image.

(a) Color Image Denoising (CDN).
Method #Params σ

CBSD68 [42] Kodak24 [16] McMaster [71] Urban100 [26]
PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

SwinIR-light [33] 905K

15

34.16 0.9323 35.18 0.9269 35.23 0.9295 34.59 0.9478
Restormer-light [65] 1,054K 33.99 0.9311 34.86 0.9244 34.69 0.9229 34.00 0.9439

CAT-light [9] 1,042K 34.01 0.9304 34.90 0.9237 34.83 0.9247 34.12 0.9443
ART-light [69] 1,084K 34.08 0.9315 35.00 0.9251 35.10 0.9282 34.44 0.9467

NGswin [10] 993K 34.12 0.9324 35.12 0.9268 35.17 0.9294 34.53 0.9476
RAMiT (ours) 935K 34.23 0.9332 35.22 0.9276 35.31 0.9309 34.68 0.9488

SwinIR-light [33] 905K

25

31.50 0.8883 32.69 0.8868 32.90 0.8977 32.23 0.9222
Restormer-light [65] 1,054K 31.33 0.8865 32.38 0.8833 32.44 0.8905 31.60 0.9161

CAT-light [9] 1,042K 31.37 0.8855 32.43 0.8822 32.58 0.8928 31.75 0.9167
ART-light [69] 1,084K 31.40 0.8864 32.49 0.8833 32.74 0.8956 32.03 0.9195

NGswin [10] 993K 31.44 0.8884 32.61 0.8865 32.82 0.8978 32.13 0.9215
RAMiT (ours) 935K 31.59 0.8902 32.76 0.8887 33.02 0.9008 32.36 0.9244

SwinIR-light [33] 905K

50

28.22 0.8006 29.54 0.8089 29.71 0.8339 28.89 0.8658
Restormer-light [65] 1,054K 28.04 0.7974 29.19 0.8034 29.31 0.8256 28.30 0.8559

CAT-light [9] 1,042K 28.11 0.7960 29.29 0.8024 29.48 0.8296 28.46 0.8573
ART-light [69] 1,084K 28.08 0.7950 29.27 0.8000 29.48 0.8279 28.62 0.8584

NGswin [10] 993K 28.13 0.8011 29.42 0.8087 29.59 0.8339 28.75 0.8644
RAMiT (ours) 935K 28.37 0.8058 29.67 0.8143 29.91 0.8422 29.15 0.8729

(b) Grayscale Image Denoising (GDN).

Method #Params σ
Set12 [70] BSD68 [42] Urban100 [26]

PSNR SSIM PSNR SSIM PSNR SSIM
SwinIR-light [33] 903K

15

33.04 0.9052 31.78 0.8926 33.04 0.9317
Restormer-light [65] 1,053K 32.93 0.9039 31.76 0.8922 32.81 0.9306

CAT-light [9] 1,041K 32.91 0.9021 31.89 0.8913 31.80 0.8901
ART-light [69] 1,082K 32.93 0.9023 31.73 0.8911 32.89 0.9299

NGswin [10] 991K 33.04 0.9055 31.78 0.8927 32.99 0.9314
RAMiT (ours) 932K 33.14 0.9070 31.82 0.8939 33.19 0.9346

SwinIR-light [33] 903K

25

30.67 0.8669 29.32 0.8325 30.52 0.8963
Restormer-light [65] 1,053K 30.60 0.8659 29.32 0.8322 30.32 0.8952

CAT-light [9] 1,041K 30.60 0.8641 29.47 0.8330 29.32 0.8393
ART-light [69] 1,082K 30.52 0.8620 29.25 0.8285 30.30 0.8919

NGswin [10] 991K 30.65 0.8671 29.33 0.8324 30.46 0.8961
RAMiT (ours) 932K 30.79 0.8694 29.37 0.8346 30.71 0.9013

SwinIR-light [33] 903K

50

27.50 0.7966 26.35 0.7299 27.01 0.8190
Restormer-light [65] 1,053K 27.48 0.7960 26.38 0.7285 26.92 0.8190

CAT-light [9] 1,041K 27.49 0.7935 26.52 0.7333 26.06 0.7456
ART-light [69] 1,082K 27.26 0.7856 26.25 0.7194 26.68 0.8065

NGswin [10] 991K 27.42 0.7961 26.38 0.7298 26.96 0.8192
RAMiT (ours) 932K 27.65 0.8013 26.46 0.7333 27.32 0.8306

Table 5. Comparison of lightweight blind image denoising results.
We refer to the baselines in [11].

to the improvement. This approach consumed only minor
amounts of Mult-Adds and no extra parameters. Therefore,
it was proven that our dimensional reciprocal self-attention
mixing Transformers could be suitable for general IR tasks.

H-RAMi. Tab. 4a ({ii} vs. {iii}, {iv} vs. {v}) revealed
that H-RAMi constituted another critical component, not
only for our D-RAMiT but also for a pure SPSA. Regardless
of tasks, this layer enabled the models to remain robust even
when a hierarchical network caused information losses. We
assumed that since a noisy image contained more distorted
boundaries, the impacts of H-RAMi that could recover more
accurate object boundaries (Sec. 3.3) were particularly sig-
nificant in denoising tasks. Additionally, the results high-

lighted the remarkable efficiency in that H-RAMi required
marginal additional operations and parameters, which ac-
counted for a maximum of only 3.01% and 2.25% of the
total costs, respectively.

MobiVari. In Tab. 4c, we investigated differ-
ent non-linear activation functions for our MobiVari.
LeakyReLU [41] resulted in the best stable performances
across multiple tasks and was selected as the default option.
Such stability of LeakyReLU can be attributed to its ability
to better preserve relatively large absolute negative values
compared to other activation functions. These values, which
are occasionally generated by intermediate layers, may have
a subtle influence on a feature map, ultimately leading to a
significant difference in the final output of a network.

5. Conclusion
This paper proposed the Reciprocal Attention Mixing
Transformers (RAMiT). To incorporate local and global
context in an image, our Dimensional Reciprocal Atten-
tion Mixing Transformer (D-RAMiT) blocks computed bi-
dimensional self-attentions in parallel and mixed them. The
reciprocal helper was useful for this mechanism. Moreover,
the Hierarchical Reciprocal Attention Mixing (H-RAMi)
layer was also introduced, where the information losses
caused by downsampling were complemented. For mixing
attentions and other convolutional layers, we revisited and
modified the MobileNet. As a result, our RAMiT achieved
state-of-the-art performances on multiple lightweight image
restoration tasks, including super-resolution, low-light en-
hancement, deraininig, color denoising, and grayscale de-
noising. In closing, we hope this work can be further devel-
oped and extended to other low-level tasks.
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