
NTIRE 2024 Challenge on Night Photography Rendering

Egor Ershov Artyom Panshin Oleg Karasev Sergey Korchagin Shepelev Lev
Alexandr Startsev Daniil Vladimirov Ekaterina Zaychenkova Nikola Banić
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Abstract

This paper presents a review of the NTIRE 2024 chal-
lenge on night photography rendering. The goal of the
challenge was to find solutions that process raw camera im-
ages taken in nighttime conditions, and thereby produce a
photo-quality output images in the standard RGB (sRGB)
space. Unlike the previous year’s competition, the chal-
lenge images were collected with a mobile phone and the
speed of algorithms was also measured alongside the qual-
ity of their output. To evaluate the results, a sufficient num-
ber of viewers were asked to assess the visual quality of
the proposed solutions, considering the subjective nature of
the task. There were 2 nominations: quality and efficiency.
Top 5 solutions in terms of output quality were sorted by
evaluation time (see Fig. 1). The top ranking participants’
solutions effectively represent the state-of-the-art in night-
time photography rendering. More results can be found at
https://nightimaging.org.

1. Introduction
In-camera processing is widely used to process raw im-

ages obtained directly from the sensor into photographies
encoded in a standard color space, such as sRGB. The main
objective of this processing is to produce images that are
visually pleasing and that simultaneously realistically rep-
resent the captured scene. However, nighttime photography
presents unique challenges that are not typically encoun-
tered in daytime photography. For example, while a sin-
gle illuminant can often be assumed for daytime images,
there are typically multiple illuminants present in night-
time scenes and these can be significantly different. This
makes it difficult to determine which illuminant(s) should
be primarily taken into account during scene color correc-
tion. Moreover, common photo-finishing strategies used for
daytime images may not be appropriate for night images
due to differences in lighting conditions.

Additionally, commonly used image metrics such as
SSIM [39], LPIPS [44], or MetaQA [46]) do not appropri-
ately assess the quality of night images. Furthermore, there
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Figure 1. Illustration of final leader board scores and speed of
algorithms. Red line separates top-5 quality solutions that were
rearranged by inference speed. Winner of efficiency challenge is
colored green, team that provided solution with best quality is col-
ored yellow.

is a dearth of published research focused specifically on
image processing for night photography, resulting in fewer
established “best practices” than for daytime photography.
Having all this in mind, the main objective of this challenge
is, similarly to the previous ones, to further encourage re-
search into image processing techniques for night photog-
raphy. The following sections provide a detailed description
of the NTIRE challenge and the solutions proposed by the
participating teams: Section 2 lays out the challenge setup,
Section 3 describes the obtained results, Section 4 presents
a discussion on the obtained results, and Section 5 lists the
teams with their members and their affiliations.

2. Challenge

In the challenge, the participating teams were required to
develop automated solutions capable of producing visually
appealing nighttime images. The challenge diverged from
its predecessors as it incorporated raw images captured by
mobile phones. This shift is prompted by the prevalent de-
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Figure 2. Example of the impact of high noise level and (color)
vignetting on rendering a nighttime image when using only the
baseline pipeline.

mand for processing such images and the distinctive fea-
tures they possess in contrast to the conventional camera
images employed in prior challenges.

In addition to the already mentioned challenges, the
competition participants faced the following ones as well:

1. High noise level. Mobile phone camera pixel is 100
times smaller than high-quality DSLR camera.

2. Vignetting and color vignetting. Modern mobile
lens systems not only suffer from traditional vignetting
problems, but also experience significant color degra-
dation from the center to the periphery.

3. Computational resources restriction. Due to the
limited computational resources on board of mobile
phone, an extra ranking criteria has been introduced.

The impact of the first and second challenge can be bet-
ter understood by taking a look at Fig. 2 where the baseline
pipeline has been used for image rendering and the men-
tioned problems were not taken into account.

As for the third challenge, the final ranking specifically
prioritized the execution time of the top-performing solu-
tions from the regular ranking, which is traditionally based
solely on average quality as determined by the mean opin-
ion score.

The teams’ objective was to submit the corresponding
rendered sRGB images obtained by the using the respective
teams’ solutions. Given the subjective nature of this task,
the submissions were evaluated using mean opinion scores
assigned by observers who were presented with pairs of two
different renderings of the same scene and who then had to
choose the rendering that they deemed visually more ap-
pealing.

This challenge is one of the NTIRE 2024 Workshop 1

associated challenges on: dense and non-homogeneous de-
hazing [3], blind compressed image enhancement [40],
shadow removal [35], efficient super resolution [32], im-
age super resolution (×4) [13], light field image super-
resolution [38], stereo image super-resolution [37], HR
depth from images of specular and transparent sur-
faces [43], bracketing image restoration and enhance-
ment [45], portrait quality assessment [10], quality as-
sessment for AI-generated content [27], restore any im-
age model (RAIM) in the wild [25], RAW image super-
resolution [14], short-form UGC video quality assess-
ment [24], low light enhancement [28], and RAW burst
alignment and ISP challenge.

2.1. Challenge Data

The raw images of night outdoor and low-light indoor
scenes were captured using Huawei Mate 40 Pro and en-
coded in 16-bit PNG files with additional meta-data pro-
vided in JSON files. The challenge started with an initial
200 images provided to participants for algorithm develop-
ment and testing. Three validation datasets with 125 im-
ages each were provided during the challenge. Moreover,
the calibration white low-light scenes were provided to par-
ticipants as well. A baseline code was provided to emulate
the basic in-camera rendering as a starting point.

The majority of the images were taken in the urban area
and this category can be divided into images of open and
closed spaces. There are also indoor images. These can all
be designated as categories 1, 2, and 3. The first validation
dataset contains more images of open spaces, with a ratio of
images between these categories being 100/25/0. The sec-
ond validation dataset already includes indoor images, with
a ratio of 108/6/11. The third dataset has an even greater
number of indoor images, with a ratio of 89/3/33.

The final dataset is focused on category 1 images, which
dominate the data, but it includes other categories as well.
The ratio of categories in it is 39/7/4. The dataset was made
publicly available.2

2.2. Evaluation

The evaluation consisted of three validation checkpoints
during the contest and a final evaluation to determine the
winners. Mean opinion scores were obtained using Yandex
Tasks (a service similar to Mechanical Turk) for the check-
points and final evaluation. Yandex Tasks users ranked their
preferred solutions in a forced-choice manner with a ques-
tion: “Which image is more pleasant?”. The answer options
were: “left”, “right” or “they are the same”. To ensure ba-
sic quality control, all Yandex Tasks users who chose “left”
of “right” for a pair of same images have been banned,

1https://cvlai.net/ntire/2024/
2https://zenodo.org/records/10931755
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while all their previous answers have been declined. It is
worth noting that in our setup Yandex Tasks mainly relied
on users from Eastern Europe to perform the image rank-
ing. As a result, there may be a cultural bias in terms of the
preferred image aesthetics by the users. All solutions have
been anonymized to guarantee unbiased results.

As recently shown [18], the Yandex Tasks platform gen-
erates stable and reproducible results. Also, we chose only
10% best voters and conducted filtering of votes in order to
exclude any fraud scenarios.

As we implement the pairwise approach for our experi-
ments, the raw data obtained for the pairwise comparisons
of the style renderings, i.e., versions of a single image can
be denoted as Aijt where i and j denote the i-th and j-th
image versions, i.e., team renderings that were shown to the
voters and t enumerates the participants who evaluated the
(i, j) image pair. Aijt is equal to 1 if the t-th participant
evaluated the i-th image version to be better than the j-th
and 0 otherwise. Then, the score for an image is calculated
as Si =

1
NT

∑N
j=1

∑T
t=1 Aijt, where N is total number of

evaluated solutions and T is total number of voters. The fi-
nal score for team’s solution is obtained as S = 1

N

∑N
i=1 Si.

To measure speed, all submitted solutions were executed
on the same computer with the following technical specifi-
cations:

• CPU: Intel(R) Core(TM) i7-4790 CPU @ 3.60GHz

• RAM: 16.0 GB

• GPU: MSI GeForce RTX 2060 12Gb

Only the actual image processing time was measured, ex-
cluding image loading and saving.

During each validation checkpoint, 125 new test images
were provided, and each participating team was allowed to
submit up to two distinct solution image sets, each consist-
ing of exactly 125 images. The purpose of having three
validation sets was to allow participants to test different so-
lutions’ behavior and receive feedback on their solution’s
quality.

For the final submission, only one solution was allowed,
and 50 hidden test images were used for the final validation.
The user study images were generated using the code pro-
vided by the participants by means of Docker. Only open
and reproducible results were accepted. The top 5 solutions
according to Yandex Tasks were further sorted by perfor-
mance speed.

In the context of self-assessment by people, algorithms
from the MIALGO and DH-AISP teams proved to be the
best. The downside of the second solution is the excessive
lighting of dark images, as well as a very long processing
time, namely 11 times longer than the first algorithm. An
example of final solutions’ images is presented in Fig. 3.

DH-AISP: 0.83

SCBC: 0.64 PHOTOSHOP: 0.56 IIR-LAB: 0.4

POLYUCOLOR: 0.77 OZUVGL: 0.31 BASELINE: 0.27

MIALGO: 0.85 IVL: 0.60

Figure 3. One scene from the final validation set and all results
provided by participants. The best quality image is in bold.

3. Results

The section presents the ranking results obtained using
the Yandex Tasks service and performance evaluation.

3.1. People’s Choice and Discussion

Table 1 provides the ranking of the mean opinion re-
ported by Yandex Tasks users for the different teams’ final
submissions (quality challenge). Table 2 provides ranking
for efficiency challenge. Table 2 is made up from Table 1
with sorting top 5 solutions by speed performance.

Rank Team Mean Score Time, s
1 DH-AISP 0.74 16.3
2 MiAlgo 0.73 1.5
3 IVLTeam 0.67 5.8
4 SCBC 0.62 3.2
5 Manual enhancement 0.53 ∞
6 IIR-Lab 0.46 23.0
7 PolyuColor 0.43 3.1
8 OzUVGL 0.35 144.8
9 baseline 0.31 23.0

Table 1. People’s choice ranking results. Quality leaderboard.

This year’s competitors have presented a diverse range
of solutions that produce visually appealing images.

3.2. Teams’ solutions

This section contains brief description of the submitted
solutions by participants. More detailed description and
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Rank Team Mean Score Time, s
1 MiAlgo 0.73 1.5
2 SCBC 0.62 3.2
3 IVLTeam 0.67 5.8
4 DH-AISP 0.74 16.3
5 Manual enhancement 0.53 ∞

Table 2. Top 5 solutions are sorted by inference time. Efficiency
leaderboard.

code will be available on the challenge repository 3.

3.2.1 Baseline

In this year’s challenge, two baseline methods were given
to the participants to use: a simple classic ISP and manual
image enhancement. The simple classic pipeline involved
debayering using linear interpolation, white balancing by
using the Gray World method [9], a mean throughout train
dataset matrix for CST, and a standard transform from XYZ
to sRGB. This pipeline was also provided as a baseline for
the participants4.

To enhance the images manually, we employed
the Adobe Camera RAW application and invited non-
professional photographers to participate. Each image was
corrected individually within a short span of 3 to 5 minutes.
The corrections comprised of adjusting the temperature to
cool down the image, adding a violet tint, increasing the
brightness via exposure adjustment, enhancing the contrast,
reducing the highlights, brightening the shadows, and re-
ducing the whites. Finally, the built-in noise reduction and
color mixer were used to correct the hue and intensity of
red, orange, and yellow (and sometimes blue and purple).

3.2.2 MiAlgo

We made improvements based on Deep-FlexISP [26], and
the overall pipeline is shown in Figure 4.

First, we pre-process the input image, including pack-
ing raw to 4 channels, down-sampling the image (to 768 ×
1024), correcting the black level (adjusting value based on
the noise profile), normalizing (to 0-1), and correcting lens
shading (adjusting shading mask based on the provided cal-
ibration image and the noise profile). It is worth noting that
we downsample the image to the required size at the begin-
ning, which ensures that our whole processing is as fast as
possible.

Next, we use the pre-trained Unet [26, 33] for raw do-
main denoising, and use the pre-trained FC4 [20] and meta
info (as shot neutral) for white balance parameters estima-
tion.

3https://github.com/createcolor/nightimaging24
4available at challenge repository

Figure 4. Overall pipeline of MiAlgo team.

Figure 5. SCBC team pipeline scheme.

Then we convert the raw image to RGB image with color
space transform (fixed matrix), XYZ to sRGB transform
(fixed matrix), lens shading fix (increase shading of dark
scenes and decrease saturation), tone mapping (fixed curve),
gamma correction (fixed parameter), contrast enhancement
(python-pillow-autocontrast [1]), gamma correction again
(fixed parameter), white balance correction again (grayness
index [31]), and orientation fix.

We use neural networks for the refinement of the RGB
images. The model structure is based on MWRCAN [21].
The ground truth of the training data is generated using Pho-
toshop.

Then we post-process the image, decreasing the satura-
tion of green and purple areas (uncommon and weird colors
at night), and increasing the natural saturation of the whole
image.

Finally, we train a segmentation model [15, 36] to seg-
ment the sky areas and decrease the color temperature,
which makes the sky more blue and cold.

3.2.3 SCBC

SCBC team proposed a multi-stage ISP pipeline as shown
in Fig. 5, including pre-processing, Raw Image Denoising
and Image refinement with Color Correction. For raw im-
age denoising, pretrained models are used [2]. After hav-
ing the initial images, we process the images with a multi-
illumination color constancy method to solve the complex
white balance introduced by artificial light source. The
model is trained on RGB image with multi-illum lighting
condition [23]. The result are further manually adjusted and
serve as the target image for refinement network training.
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3.2.4 IVLTeam

The solution proposed by IVLTeam is illustrated in Fig. 6.
It relies on conventional image processing techniques and
consists of five stages. It is based on previous works [47,
48], where the parameters of several processing steps are
adapted to the challenge images and requirements.

The first stage works in the RAW domain and consists
of five steps: black and white levels image normalization,
raw demosaicing, image resizing to the target resolution,
white balancing using the illuminant provided in the meta-
data, and conversion from the camera-sensor color space to
the sRGB color space.

The second stage consists of a denoising operation using
the Non-local means algorithm [8]. The intensity of denois-
ing is proportional to the noise standard deviation estimated
in the image using the method in [16]. Stronger denoising is
applied to the color channels than to the luma channel to ef-
fectively remove color noise while preserving image details
and edges.

The third stage is a sequence of algorithms that en-
hance image contrast by manipulating the histogram dis-
tribution. First, the Local Contrast Correction (LCC) algo-
rithm in [30] is applied. As this process tends to decrease
the overall contrast and saturation, the next step consists of
a contrast and saturation enhancement using the approach
proposed in [34]. Then, three steps to improve the image
color appearance are applied. The first one adjusts the con-
trast by stretching the pixel values by a β factor around their
mean. The second one is the application of the S-curve de-
fined in [22], where the center of the curve is set to zero,
transforming the function into a gamma-like operation. The
third one consists of a histogram stretching operation that
increases the dynamic range and improves the overall con-
trast. After these operations, an extra conditional contrast
correction operation, consisting of an additional S-curve or
gamma correction, is applied depending on the mean value
of the histogram. This improves visibility for very dark im-
ages, and restores the mood of nighttime scenes when the
processed image is too bright.

The fourth and fifth stages perform sharpening and
white balancing, respectively. Unsharp masking is used to
enhance image details, which may have been flattened by
the denoising operation in the second stage. White bal-
ancing is performed using the Grayness Index (GI) algo-
rithm [31] to further reduce color casts. As GI is sensitive
to noise, the illuminant is estimated on a blurred version of
the image and later applied to the sharp version.

3.2.5 DH-AISP

Our main goal is to develop a technology for creating real-
istic and visually pleasing photographs of night scenes. By
considering the data quality and modality, we outline the

Figure 6. IVLTeam pipeline schema.

Input RAW
Data 

Preprocessing
Output RGBRAW2RGB HDR

Figure 7. NISP-net

network structure in Fig. 7. It contains three parts, involving
the data pre-processing module, RAW to RGB module, and
HDR module, which are elaborated in the following parts.
Data pre-processing. This module contains four steps:
black-and-white balance correction, automatic white bal-
ancing, adaptive gain adjustment, and binning. The adap-
tive gain adjustment module generates a set of underex-
posed, normal exposed, and overexposed images by calcu-
lating the mean of the raw data. Binning is a method that
sacrifices resolution to achieve higher signal-to-noise ratio.
With these modules, we can obtain a corrected RAW data,
which is a necessary step to achieve normal and better re-
sults.
RAW to RGB. We have trained a U-Net [33] structure to
obtain images under different exposure gains.
HDR. Night images often have multiple illuminants, and
light distribution of contents varies with the locations. Con-
sequently, learning a unified light distribution in the exist-
ing methods produce undesired results. In this way, we
propose to a controllable parameter to adjust the output of
raw2rgb module, which allows us to produce the underex-
posed and overexposed candidates with different light dis-
tribution. Following that, an exposure fusion model based
on U-Net to adaptively learn the fusion weights, and gener-
ates an image with satisfactory overall brightness. Finally,
the CCM algorithm is introduced to further optimize the
color distribution of the final output.

3.2.6 IIR-Lab

Our main goal is to develop a technology for creating real-
istic and visually pleasing photographs of night scenes. By
considering the data quality and requirements, we construct
a new ISP pipeline, outlined in Fig. 8. It contains three
parts, involving the RAW denoising module, raw to RGB
module, and color enhancement module, which are elabo-
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RAW input

RAW 
Denoising

Raw to sRGB
Color 

Enhancement

sRGB output

Figure 8. Illustration of our proposed ISP framework.

Figure 9. PolyuColor team pipeline schema.

rated in the following parts.
RAW denoising. To capture more details with better vi-
sual effects, a higher gain is commonly used for the sensor,
but simple gain multiplication causes noise degradation. To
solve this problem, we first processed the Bayer domain de-
noising module, which utilizes NAF [12].
RAW to RGB. Since the provided json file contains infor-
mation such as AWB and CCM, this part of our implemen-
tation is done using traditional methods.
Color Enhancement. Night images often have complex
noise, and multiple illuminants, and light distribution of
contents varies with the locations. Therefore, we collect
a set of nighttime images containing different light sources
and render the corresponding ground truth using PS tools.
We propose a UNet-based rendering network that enables
real-time rendering on most devices. The final results show
that our rendering network replaces the traditional modules
of local and global Tonemapping, color enhancement, and
sharpening.

3.2.7 PolyuColor

Nighttime imaging is challenging due to its low signal-
to-noise ratio (SNR) and complicated lighting conditions.
However, the three key elements that significantly impact
image quality include denoising, color correction, and con-
trast/detail enhancement. In our method, a DNN-based ap-
proach is used for denoising, and traditional ISP algorithms
are used for the other tasks, as shown in Fig. 9. We aim to
maintain superior image quality while minimizing compu-
tational resource consumption.
Denoising. For RAW images, we initially apply black/white
level (BLC) normalization and lens shading correction
(LSC) as outlined in the baseline [17]. Following this, a U-
Net-based [11] framework is employed to develop a model

Figure 10. OzU-VGL pipeline.

trained on the SID dataset [11], with the long-exposure im-
ages serving as the ground truth, supplemented by a syn-
thetic noise model for comprehensive training.
Color correction. We follow the methods used by the
baseline for demosaicing and the color correction matrix
(CCM). For auto white balance (AWB), our approach uti-
lizes a calibrated-based grey world method [9]. By man-
ually calibrating a set of white points and clustering them
to approximate the sources on the Planckian locus, we de-
fine the correlated color temperature range within a circle,
which is similar to the method in [41,42]. The image is seg-
mented into several patches, with the grey world assump-
tion adopted to derive the white point for each patch. The
final white point is the weighted average of the cluster cen-
ters based on the distance between the white point of each
patch and the corresponding cluster center(s).
Contrast/Detail enhancement. After obtaining the sRGB
images, we apply local tone mapping (LTM) utilizing
Ashikhmin’s method [4]. A scaling operation is performed
to enhance the saturation by applying unequal gains on the
three channels, which is different from the original method.
An adaptive piece-wise gamma adjustment is finally applied
to further enhance the global contrast.

3.2.8 OzU-VGL

In our image signal processor (ISP) pipeline for this chal-
lenge, we mainly focus on reproducing the previous year’s
winner solution [47] and improving it by including the im-
proved version of the current state-of-the-art tone mapping
operators (i.e., Flash and Storm [6]) where image statistics
dynamically adjusts their scale parameter. Moreover, we
applied simple tricks to avoid color casting in bright regions
and the noise in dark regions in the final output. Fig. 10
presents the proposed ISP pipeline for this challenge.
RAW Processing. The RAW input images are given in
PNG format as the data, and we first applied black-level
correction to the input by using the values in the metadata.
We utilized the Directional Filtering algorithm [29], also
referred to as Menon, in our pipeline for demosaicing the
RAW input, offering a more sophisticated alternative to the
default CFA interpolation. Removing the noise on color
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channels in images with low grayscale mean value can be
critical for avoiding undesired color casting on bright re-
gions, so we applied simple Gaussian denoising to the color
channels in YCbCr color space. Then, we integrated the
random subsampling-based White Patch algorithm [5] into
our pipeline to mitigate the yellowish effect induced by the
Gray World algorithm, particularly evident in images with
low grayscale mean values. We have implemented thresh-
olds for the first and third diagonal values of the illuminant
estimation matrix to avoid the occurrence of a greenish tint
in bright areas caused by randomness. It is worth noting
that, due to the randomness, it may be hard to reproduce the
exact outputs for consecutive runs. We have submitted illu-
minance estimation matrices found by the final run during
the final test to ensure reproducibility. The subsequent pro-
cedure involves converting the image from the raw-RGB to
the sRGB. This is achieved by initially transforming raw-
RGB to the XYZ color space, then converting XYZ to the
sRGB using the specified color matrix tailored to Huawei
Mate 40 Pro. At this point, we point out that some images
produce salt-paper-like noise in dark regions, dramatically
amplified by any tone mapping operator in the final output.
HDR Transformation. To remove this noise factor, we ap-
plied total variation denoising [19] to the luminance chan-
nel in YCbCr color space before applying HDR transfor-
mation. Apart from [47], we refrained from using local or
conditional contrast correction operators. Instead, we intro-
duced a new tone mapping technique named Nite, specifi-
cally designed to enhance Storm’s performance in low-light
conditions. The operator employs adaptive adjustment of
the scaling parameter α within the Naka-Rushton equation,
utilizing image statistics.
Contrast correction. To adjust the overall image color ap-
pearance, we applied three operations: (1) the global mean
contrast operation enhances image contrast by scaling the
values of RGB channels around their respective mean. (2)
The S-curve correction applies to each RGB channel the
S-curve proposed in [22]. (3) The histogram stretching op-
eration stretches the image histogram, thereby augmenting
the dynamic range and enhancing overall contrast.
Post-processing. The memory color enhancement algo-
rithm [7] is employed to balance the colors of the sky,
grass, and other specific hues in the contrast-corrected im-
ages. Subsequently, unsharp masking is applied to enhance
edge sharpness, followed by aligning the image orientations
based on metadata. Finally, the results are resized to the
specified dimensions (i.e., 1024 × 768) and saved in JPG
format to produce the final sRGB output.

4. Discussion
A notable trend from this year’s competition is that three

out of the top five solutions, including the winning one,
were enhancements of the solutions from prior years. This

highlights the value of iterative improvement and under-
scores a continuous progression in this challenging field.

Importantly, the efficiency-winning solution of this year
not only outperformed its top five peers in speed but was
also the fastest overall. In terms of image quality, it ranked
second, narrowly trailing behind the top contender, which
represents a desirable combination of qualities for use in
production.

Furthermore, it’s intriguing to observe that two solutions
employing deep learning techniques surpassed a traditional
method in computational efficiency. This may denote a
shift towards the readiness of employing such deep learning
models in image processing pipelines of mobile phones.
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Team:
OzU-VGL
Members:
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