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Abstract

The development of Large Language Models (LLM) and
Diffusion Models brings the boom of Artificial Intelligence
Generated Content (AIGC). It is essential to build an effec-
tive quality assessment framework to provide a quantifiable
evaluation of different images or videos based on the AIGC
technologies. The content generated by AIGC methods is
driven by the crafted prompts. Therefore, it is intuitive that
the prompts can also serve as the foundation of the AIGC
quality assessment. This study proposes an effective AIGC
quality assessment (QA) framework. First, we propose a hy-
brid prompt encoding method based on a dual-source CLIP
(Contrastive Language-Image Pre-Training) text encoder to
understand and respond to the prompt conditions. Second,
we propose an ensemble-based feature mixer module to ef-
fectively blend the adapted prompt and vision features. The
empirical study practices in two datasets: AIGIQA-20K
(AI-Generated Image Quality Assessment database) and
T2VQA-DB (Text-to-Video Quality Assessment DataBase),
which validates the effectiveness of our proposed method:
Prompt Condition Quality Assessment (PCQA). Our pro-
posed simple and feasible framework may promote research
development in the multimodal generation field.

1. Introduction

With the proliferation of Artificial Intelligence Generated
Content (AIGC) technologies, AIGC images or videos have
gradually appeared in people’s view. The creation, sharing,
and interaction of images and videos based on the AIGC
technologies calls for their quality assessment. The Qual-
ity of Experience (QoE) guarantees that the AIGC works
should align with the human aesthetic point of view and the
lofty moral sense in artistic appreciation, like rejecting the
vulgar stuff.
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work.

†Jun Yan is corresponding author.

Figure 1. Overview of the Prompt Condition Quality Assessment
(PCQA) model. The AIGC content and the corresponding prompt
used to generate it are input separately. The information from the
prompt will be encoded by the hybrid CLIP text encoder and used
as a condition for visual quality assessment, with the trainable fea-
ture adapter to align the feature from different modals. The final
MOS regression result is obtained through a feature mixer and an
MLP regressor.

Currently, the quality assessment of User Generated
Content (UGC) via deep neural networks is matured. The
local binary pattern features based on the distortion aggra-
vation mechanism can measure the similarities between the
distorted image and the multiple pseudo reference images
(MPRIs) [1]. The renaissance of deep learning brings a new
paradigm of UGC quality assessment. The deep bilinear
convolutional neural network (BCNN) can help the users
implement the blind image quality assessment (BIQA) [2].
The end-to-end spatial feature extraction networks can di-
rectly learn quality-aware spatial feature representations of
video frame pixels. The hierarchical feature fusion and it-
erative mixed database training can boost the QoE [3]. The
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contrastive language image pre-training (CLIP) method [4]
builds the vision-language correspondence and forms a new
multitask learning perspective in blind image quality assess-
ment [5]. Meanwhile, the no-reference video quality assess-
ment can be realized by the deep neural networks (DNNs)
based on the content dependency and temporal-memory ef-
fects with the intuitions of human visual system [6], multi-
scale quality fusion strategy [7], or the disentangle of aes-
thetic perspectives and technical elements [8]. The CLIP
method has also been scaled to the in-the-wild video qual-
ity assessment task [9].

In contrast to the assessment of User-Generated Con-
tent (UGC) quality, the evaluation of AI-Generated Con-
tent (AIGC) quality would place a greater emphasis on the
high-level semantic information over the low-level details.
The content produced by AI systems would exhibit a more
profound alignment with the initial prompt, demonstrating
enhanced coherence and relevance. This distinction under-
scores the AI’s capability to synthesize and contextualize
information, producing outputs that are not merely superfi-
cially related to the prompt but are intrinsically connected
through higher-order semantic relationships.

Benjamin was one of the earliest thinkers to focus on the
impact of technological advances, particularly the develop-
ment of mechanical reproduction, on works of art [10]. The
proliferation of technologies precipitates the erosion of the
“Aura”, catalyzing the engagement of the wider public in
both the creation and critique of art. As the societal value
of art recedes, a growing chasm develops between critical
and appreciative interactions from the audience. This diver-
gence is becoming more pronounced in the epoch of AIGC,
and machine evaluations inherit the same kind of subjectiv-
ity and bias that human evaluation has experienced.

It raises a worthwhile scientific problem: What kind of
machine-learning-based assessment model can evaluate the
artistic caliber of AIGC content with relative objectivity and
less bias?

In this study, we propose a unified framework for AIGC
quality assessment based on the specified prompt condition
denoted by Figure 1. It employs a dual-source CLIP text
encoder (Open-Clip [4, 11] and EVA-CLIP [12]) to inter-
pret the prompts for the pair projections with the visual
features extracted by the Vision Transformers (ViTs) [13]
and ConvNeXts [14]. Then, a feature mixer module blends
the text and image features to construct the correlations
between images/videos and assessment quality comments.
Such a pipeline can drive the evaluation paradigm to focus
on the high-level features of AIGC works. We adopt moder-
ate training-time data augmentation to realize the trade-off
between data diversity and aesthetic standards. The eras-
ing of “Aura” has caused subjectivity and bias in the aes-
thetic evaluation [10]. We design an ensemble method to
mitigate the bias in the scoring process so that the deci-

sions from the different vision backbones would be aver-
aged. It mimics the scoring of multiple human reviewers
at many art-judging events. The experimental results on
AIGIQA-20K [15] (AI-Generated Content Quality Assess-
ment dataset) and T2VQA-DB (Text-to-Video Quality As-
sessment DataBase) [16] validate the effectiveness of our
proposed method.

In summary, the major contributions of our work are
listed as follows:
• We propose a unified framework of AIGC image or video

quality regression with the prompt condition, which fo-
cuses more on the high-level semantic information.

• We design the mechanism based on the feature adapter
and feature mixer to enable effective interaction between
the prompt condition and visual features.

• We propose a novel ensemble method to mitigate the bias
in the quality assessment scoring process.
The organization of this manuscript is arranged as fol-

lows. Section 2 describes the related work in this research
field. Section 3 provides a general view of our proposed
method. Section 4 demonstrates the considerable experi-
mental results of the proposed method in this study. Section
5 concludes the study and gives some further perspectives.

2. Related Works
This section reviews the research development in UGC
quality assessment, AIGC technologies, and mainstream
multimodal learning methods in the past few years.

2.1. UGC quality assessment

The development of UGC quality assessment experiences
three eras: the era before the proliferation of deep learning,
the era with the utilization of deep learning technologies,
and the era with the applications of multimodal learning.

The classical blind image/video quality assessment de-
pends on the signal processing and classical machine learn-
ing methods, like wavelet transform [17], DCT trans-
form [18], feature learning [19], rank learning [20], and
multiple pseudo reference image distortion aggregation [1].
These methods depend on the handcrafted feature engineer-
ing work.

The blooming of deep learning brings the new paradigm
of UGC quality assessment. The milestone study utilizes
shallow convolutional neural networks (CNNs) to imple-
ment the no-reference image quality assessment [21]. The
first image quality assessment network based on deep neu-
ral networks comprises ten convolutional layers and five
pooling layers for feature extraction, and two fully con-
nected layers for score computation [22]. At the same
time, it is demonstrated that the distortion identification
and quality prediction tasks can be jointly optimized in an
end-to-end CNNs [23], or handled by the bilinear convolu-
tional neural network [2]. The influence of feature learning
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based on the pre-trained image classification task is also ex-
plored and exploited by the research community [24]. Pre-
vious studies have proposed a hierarchical network to in-
tegrate the extracted features based on an iterative mixed
database training strategy to realize the problem of quality-
aware feature representation and insufficient training sam-
ples in terms of the content and distortion diversity [3].
Recently, Wu et al. [25] have proposed a multi-sequence
network called Assessor360 for blind omnidirectional im-
age quality assessment. The method achieves efficient as-
sessment of omnidirectional image quality by designing
Recursive Probabilistic Sampling (RPS) to generate view-
port sequences, combining Multi-scale Feature Aggregation
(MFA) and Distortion-Aware Blocks (DAB) for distortion
and semantic features, as well as Temporal Sequence Mod-
eling Module (TMM) for learning temporal variations of
viewports. The no-reference video assessment problem is
also significant. Li et al. [6] have investigated the problem
of automating the quality assessment in in-the-wild videos
and proposed a unified framework that improves the per-
formance of video quality assessment models by combin-
ing the content-dependent and temporal memory effects of
the human visual system and by employing a mixed dataset
training strategy. Wang et al. [26] provide an in-depth anal-
ysis of the correlation between video quality assessment
model performance and video content, technical quality,
and compression level. Sun et al. [7] have proposed a sim-
ple but effective deep learning-based reference-free quality
assessment model, which learns quality-aware spatial fea-
tures of video frames through an end-to-end spatial feature
extraction network and combines them with motion features
to assess video quality, uses a multilayer perceptron (MLP)
network for quality regression, and employs a multiscale
quality fusion strategy to deal with the problem of assessing
the quality of videos with different spatial resolutions. Wu
et al. [8] propose a model called DOVER, which evaluates
the quality of UGC videos from both aesthetic and technical
perspectives and predicts the overall video quality through
a fusion strategy with a subjective heuristic strategy.

CLIP [4] is a multimodal pre-training technique that is
trained on large-scale image and text datasets to achieve
strong cross-modal comprehension and generalization. The
novel technology has been applied to the UGC image [5]
and video [9] quality assessment. It inspires further explo-
ration in the AIGC quality assessment task.

2.2. Generative Models

In the past decade, the generative models have demonstrated
the surprising ability of content creation, including Genera-
tive Adversarial Networks (GANs) [27] and Variational Au-
toencoders [28].

The diffusion model is a neural network model based
on the Markov decision process, which realizes the content

creation with the multiple-step forward addition of noise
and reverses operation of denoising [29, 30]. The Sta-
ble Diffusion model [31] improves the image quality and
the computation efficiency compared to the vanilla diffu-
sion models [29], and realizes the variety and consistency
in image generation quality. Recently, the variant of the
Stable Diffusion model realizes the generation of the im-
ages with the 1024×1024 resolution [32]. Surprisingly, the
stable latent diffusion models can also be applied to create
the video content [33]. Peebles et al. [34] have explored a
new class of diffusion models based on transformer archi-
tectures [13, 35], which boosts the feature extraction and
representation ability of the diffusion models. The diffu-
sion transformer (DiT) model inspires the surprising Sora
Large Vision Model (LVM) [36]. DreamBooth [37] is an
extension of the text-to-image diffusion models that allows
for fine-tuning the specific prompts. The DALL-E models
are also the variants of diffusion models, which can generate
high-quality images with the guidance of CLIP method [38]
or Large Language Models (LLMs) [39]. Based on the pro-
liferation of AIGC technologies, some benchmarks have
also been released. The AGIQA-3K is an open database
for the generative image quality assessment [40]. Recently,
two larger datasets of image [15] and video quality [16] as-
sessment have been released. It lays a cornerstone for the
subsequent research on related evaluation methods.

2.3. Contrastive Language-image Pre-training

One of the beautiful wishes of computer vision is that ma-
chine vision can operate like human vision. The research
community has made huge efforts to learn visual repre-
sentations that correspond with the semantic information.
The CLIP method [4] is trained using large-scale image and
text pairs, which can be natural language descriptions, la-
bels, or other forms of annotations. During training, the
model is optimized to ensure that a specific language sig-
nal is close to its corresponding image in the feature space
while leaving itself in the feature space for mismatched im-
age and text pairs. The SLIP (Self-supervised Language-
Image Pre-training) method [41] introduces the auxiliary
enhancement of feature representation via the self-learning
paradigm. The BLIP (Language-image Pre-training) meth-
ods [42, 43] focus on learning the complex relationships
between images and text through bidirectional reconstruc-
tion. Recently, Yang et al. [44] propose an attentive token
removal approach based on the random mask to accelerate
the training time of CLIP. Overall, this field is just start-
ing and will exert a methodological influence on the AIGC
quality assessment task.

3. Proposed Approach
We propose a prompt-conditional quality assessment
method, which can be utilized for both AIGC image and
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video quality assessment tasks. First, our method encodes
the image features and prompts text features separately, us-
ing trainable image encoder and frozen CLIP text encoder.
Subsequently, the text features are employed as conditions
to interact with the image features, culminating in the re-
gression of the Mean Opinion Score (MOS).

3.1. Quality Assessment with Prompt Condition

In the domain of quality assessment, traditional approaches
have separated image and video QA tasks into distinct cate-
gories and only take a single image or single video as input.
For image QA, the score is determined solely based on the
quality of the image input, denoted as Eq. (1).

ymos = fIQA(x) (1)

where the symbol ˆymos stands for the image quality assess-
ment (IQA) on the data x. Similarly, video QA tasks utilize
a separate scoring function, given by the formulation de-
fined in Eq. (2)

ymos = fV QA(x) (2)

AIGC content is accompanied by the prompt text that gen-
erates it, and assessing the quality of AIGC content must
take into account the alignment between these contents and
their corresponding prompts. Traditional methods, how-
ever, overlook this aspect. Thus, we proposed the Prompt
Conditional Quality Assessment (PCQA) method, which
uses prompt as a condition to assess the AIGC quality, de-
noted as Eq. (3), where x is the AIGC video input and t
is the prompt text input as a condition. When the video
has only one frame, this method degenerates into the image
quality assessment.

ˆymos = fPCQA(x|t) (3)

The whole framework of our proposed PCQA method
has been demonstrated in Figure 1. The network archi-
tecture comprises a trainable visual encoder, a frozen hy-
brid text encoder, as well as trainable feature adapters, fea-
ture mixers, and regression heads. We simultaneously in-
put AIGC images or videos, along with the corresponding
prompt texts that are used to generate this content and re-
gard the prompt texts as conditions for the Mean Opinion
Score (MOS) regression.

3.2. Hybrid Text Encoder

CLIP [4] model is pretrained on large number of image-text
pairs. It enables the cross-modal understanding between
language and images. In particular, it can guide image or
video generation and editing through natural language, as
known as “prompt”, which opens up the possibility of cre-
ating and understanding new works of art. Therefore, it in-
spires us to encode our prompt information in AIGC quality
assessment task based on the CLIP mechanism.

Figure 2. Feature mixer and regression head. Concatenation or dot
product are used as feature mixer. This enables the visual features
and the textual features of the prompt to interact.

However, the CLIP text encoder is typically challeng-
ing to finetune. Too many trainable parameters in the
model make training more hardware demanding and hyper-
parameters tuning more difficult. So we froze the parame-
ters of CLIP text encoder during training and added a train-
able feature adapter which enabled the output features to
better adapt to the task. Freezing the text encoder during
training can make the entire model more amenable to train-
ing. This is also proven in the experiment. For further de-
tails, refer to Section 4.4.

The text encoders used in AIGC methods originate from
various sources. We have integrated multiple CLIP text
encoders and concatenated their outputs to enhance the
content of the extracted textual information. Utilizing the
frozen CLIP text encoder, we encode prompts from two
distinct open-source implementations: Open-CLIP[11] and
EVA-CLIP[12], which pretrained on diverse datasets such
as DFN-5B[45], LAION-5B[46], DataComp-1B[47], and
WebLI[48]. This design enhances the information from text
condition.

3.3. Feature Adapter and Mixer

We introduce a trainable dense layer that functions as a
prompt adapter to enhance the synergy between textual and
visual elements. For the visual aspect, we utilize a train-
able vision backbone equipped with ImageNet pre-trained
weights to extract the visual features, with ConvNeXt-
Small [14] serving as the standard choice. This visual back-
bone, characterized by its modern architecture and exten-
sive receptive field, is adept at extracting high-level seman-
tic information from images. Regarding video input, we
methodically extract visual features from a maximum of 16
frames and integrate these features by applying a 1D Con-
volutional Neural Network supplemented by mean pooling.
After extracting the visual features, a trainable dense layer
is employed as a vision adapter. Similarly, the concatenated
textual features from CLIP are processed through a train-
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able dense layer designated as a feature adapter for prompt
information.

We then integrate a feature mixer module, as shown in
Figure 2, which employs both the dot product and concate-
nation techniques to foster a compelling interplay between
the adapted prompt and vision features, akin to the cross-
attention in transformers. The dot product mixer excels at
capturing the correlation between the generated images and
the prompts, while the concatenation treats the prompt as
a conditional factor. These mixers are applied by various
experts and contribute to the model blending.

Finally, the merged features are fused by a two-layer
MLP to predict the ultimate quality score. This approach
ensures a nuanced and comprehensive quality assessment
sensitive to the alignment between the AIGC image or video
and its generating prompts.

3.4. Ensemble Method in Quality Assessment

We ensemble three different models with different vi-
sion backbones: ConvNeXt-S, EfficientVit-L, and EVA02-
Transformer-B. Firstly, we normalize the predicted scores
of each model on the test dataset, so that different models
have the same mean value and variance of prediction. After
the normalization operation, we blend all the models by av-
eraging the MOS prediction. Figure 3 shows the pipeline of
our ensemble method for quality assessment.

We adopt a strategy of normalizing the output of each
individual model before average blending. By combining
multiple models, this ensemble method can reduce the pre-
diction variance, thus reducing the overall generalization er-
ror. This ensemble approach can also prevent biases in the
prediction of MOS scores across different models, ensuring
that each model contributes equally to the final predicted
score. Through this normalization process, we can balance
the influence of each model, making their roles in the en-
semble prediction more fair and effective. This not only
enhances the accuracy of the prediction but also strength-
ens the robustness of the ensemble modeling method. More
imaginatively, we can think of this ensemble approach as
different experts in the assessment of human art. The in-
dividual evaluations may be potentially subjective, but the
integration of multiple experts removes the variance.

We calculate the mean of normalized predicted values
from multiple models as the final prediction of the MOS
value. Eq. (4) formulates the mechanism. The symbol
x denotes the input of an image or video, and the symbol
t denotes the input prompt text. For the model fi in our
normalized average blending method, µi, σi are the mean
and variance for the prediction in the testing dataset, respec-
tively.

ˆymos = Ei(
fi(x|t)− µi

σi
) (4)

Figure 3. Overview of the final quality score computation strategy
by model ensemble. The final score is average blending 3 models
with different vision backbone.

4. Experimental Results

4.1. Datasets

During the NTIRE 2024 Competition, two novel datasets
are introduced for the assessment of AI-generated content
(AIGC) quality. Track 1 of the NTIRE Quality Assessment
for AI-Generated Content Competition presents a bench-
mark dataset AIGIQA-20K [15] designed for the evaluation
of image quality. Concurrently, Track 2 delivers a bench-
mark dataset T2VQA-DB [16] tailored for the quality as-
sessment of video content. These datasets contribute signif-
icantly to the accurate prediction of quality in AI-generated
images and videos, thereby laying a crucial benchmark for
advancements in multimodal learning methodologies.

AIGIQA-20K [15] represents a new dataset featuring a
broad array of content pertaining to art creation. It en-
compasses a training corpus of 14,000 images generated
through the use of textual prompts. The primary predic-
tive label employed is the mean opinion score (MOS). For
evaluative purposes, the dataset is divided into a valida-
tion set, which consists of 2,000 samples and is used for
Leaderboard-A rankings, and a test set, comprising 4,000
samples with their corresponding prompts, which is desig-
nated for Leaderboard-B assessments.

T2VQA-DB [16] offers an extensive collection designed
for text-to-video generation research. It comprises 7,000
training videos, each accompanied by a textual prompt,
and evaluated using mean opinion score (MOS) metrics.
Additionally, the dataset includes 1,000 validation videos,
complete with prompts for preliminary assessment on the
Leaderboard-A, and a set of 2,000 test videos, also with as-
sociated prompts, for the evaluation on the Leaderboard-B.

4.2. Implement Details

The backbone of the proposed framework is ConvNeXt-
Small [14], which serves as the feature extractor for our
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vision encoder. To enhance the model’s performance, we
incorporate EfficientVit-Large [49] and EVA-02 [50] model
to form a hybrid network. These models contribute to a
strong ensemble effect.

For the construction of the hybrid text encoder, we em-
ploy the “ViT-H-14-quickgelu-dfn5b” parameters sourced
from the Open-CLIP model [11], which are pre-trained on
the DataComp-1B dataset [45], as well as adopting the
EVA-CLIP [12] weights. These weights play a crucial role
in the encoding of prompt features and remain unchanged
during our training phase to preserve the integrity of their
pre-learned representations.

To seamlessly integrate visual and textual data into a
unified space, we employ the vision and prompt adapters
that leverage a dense layer with a 1024-dimensional latent
space. When processing video inputs, we apply a two-layer
convolutional neural network with a kernel size of three,
followed by a pooling layer to extract relevant features. Ad-
ditionally, a multi-layer perceptron (MLP) serves as the re-
gression head to refine the model’s predictions.

The training process involves 50 epochs with the
AdamW optimizer [51], which uses a weight decay of
1 × 10−2 and a learning rate of 2 × 10−5. We also imple-
ment a cosine learning rate decay, a warm-up strategy, auto-
mixed-precision training, and a gradient clipping method
with a normalized value of 1.0 to ensure the stable and effi-
cient optimization. All the experiments are done with only
one NVIDIA V100 card.

Throughout the training process, we modulate the input
resolution from 448×640 pixels, striking a balance between
the computational demand and the model efficacy with a
consistent batch size of 16. To enhance the model robust-
ness, we implement the data augmentation techniques, such
as random horizontal flips, slight random resized crops, and
subtle brightness and contrast adjustments, which are de-
signed to be non-intrusive and maintain the images’ per-
ceptual quality.

The training objective is the reduction of mean squared
error (MSE) between the predicted outputs and the normal-
ized Mean Opinion Score (MOS), eschewing the use of an-
cillary external datasets. Employing normalized MOS as
our regression target substantially bolsters the stability of
the model throughout its training.

4.3. Main Results

SRCC (Spearman’s Rank Correlation Coefficient) and
PLCC (Pearson Linear Correlation Coefficient) represent
the performance metrics within the validation dataset. Val
Score is the mean value of SRCC and PLCC in the val-
idation dataset (Leaderboard-A). The Test Score, on the
other hand, refers to the competition’s final score on the
test dataset. The calculation method of the Test Score is the
mean of SRCC and PLCC on the testing set (Leaderboard-

Table 1. Competition Results in AIGIQA-20K

Method SRCC PLCC Val Score Test Score

StairIQA[3] 0.61 0.65 0.63 0.62
Ours 0.90 0.93 0.92 0.92

Table 2. Competition Results in T2VQA-DB

Method SRCC PLCC Val Score Test Score

SimpleVQA[7] 0.65 0.67 0.66 0.65
Ours 0.82 0.84 0.83 0.82

ResNet-50 ConvNeXt-Small EfficientViT-L EVA-02-B
Vision Encoder

0.85

0.86

0.87

0.88

0.89

0.90

Sc
or

e

0.862

0.883

0.891

0.875

Ablation Study on Vision Encoder

Figure 4. Ablation study on vision encoder choice. The score
represents the average of SRCC and PLCC obtained through cross-
validation on the AIGIQA-20K dataset.

B).
Table 1 and 2 demonstrate the considerable performance

of the PCQA method in the AIGC image and video assess-
ment. It is notable that the proposed method significantly
surpasses the baseline method [3] [7].

4.4. Ablation Studies

To validate the effectiveness of the selection strategy of the
image encoders, the text encoders, the design of feature
mixers, and the model integration, we have devised a series
of ablation study experiments. The score denotes the mean
value of PLCC and SRCC on the five-fold cross-validation
experiment.

Vision Encoder: We have explored various vision back-
bones and input resolution strategies through the empirical
study. As shown in Figure 4, we have found that com-
pared to the traditional design paradigm visual backbone
like ResNet-50 [52], novel network architectures, such as
ConvNeXt[14] and variants of ViT[12, 49, 53], achieve sig-
nificantly better performance. Under similar model sizes
and inference latency, those networks that are designed with
larger receptive fields and possess enhanced capabilities for
high-level feature extraction yield better performance.

We also explore the impact of input resolution and model
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0.865

0.870

0.875
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ConvNeXt-nano
ConvNeXt-small
ConvNeXt-large

Figure 5. Ablation study on input resolution and model size. In-
put resolution between 448 to 640 leads to better results. Models
with medium or larger sizes are also more likely to achieve better
results.

Table 3. Ablation Study on Text Encoder

Text Encoder Trainable AIGIQA-20K

EVA-CLIP[12] ✓ 0.680
EVA-CLIP[12] × 0.902
Open-CLIP[11] × 0.903
Long-CLIP[54] × 0.901
Hybrid 2 Text Encoder × 0.905
Hybrid 3 Text Encoder × 0.905

size. The result is shown in Figure 5. A medium-sized
model can achieve relatively better results at higher input
resolutions.

Text Encoder: We compare the pretrained text encoders
implemented with different CLIP approaches and found that
the scheme utilizing a frozen pair of text encoders yielded
the best results. The use of more than two text encoders
does not lead to additional improvements. Additionally, we
observe that many prompt texts are lengthy, which inspires
us to explore the utilization of the text encoder based on
Long-CLIP [54]. However, it does not result in any per-
formance enhancement. The details are displayed in Table
3.

Feature Mixer: We have conducted the experiments
with two distinct feature mixing approaches, precisely the
operation of concatenation and dot product, and have ob-
served no significant performance disparity between them.
Consequently, we randomly select one of these methods for
model construction and utilize it in the process of model
fusion to enhance diversity.

Model Ensemble: We explore the efficacy of ensemble
methods in enhancing the robustness of models. Specifi-
cally, we have conducted experiments involving horizontal
flipping of images in the test set as a form of test-time aug-
mentation. Additionally, we explore the model ensemble
mechanism with different visual backbones. Our ensemble

Table 4. Ablation Study on Feature Mixer

Feature Mixer AIGIQA-20K T2VQA-DB

concatenation 0.898 0.799
dot product 0.903 0.795

Table 5. Ablation Study on Model Ensemble in AIGIQA-20K

Backbone Val Score

ConvNeXt-Small 0.898
+ TTA 0.911 (+0.013)
+ Ensemble EfficientViT-L 0.915 (+0.017)
+ Ensemble EVA-02 0.916 (+0.018)

Table 6. Ablation Study on Model Ensemble in T2VQA-DB

Backbone Val Score

ConvNeXt-Small 0.799
EfficientViT-L 0.803
Ensemble both 0.815

method utilizes mean blending, which involves averaging
the outputs of the models. In the image track, we ensem-
ble three models, while in the video track, we ensemble two
models.

We can observe that the model ensemble method through
mean blending has led to improvements in both two track
tasks (AIGC image QA and AIGC video QA). The results
indicate that employing an ensemble learning approach is
an extremely effective strategy for the AIGC-QA task.

4.5. Discussion

4.5.1 Aspect Ratio Preservation

Our approach involves directly resizing the original images
to achieve computational efficiency. Such a mechanism
compromises the aesthetic information inherent in the na-
tive aspect ratio. This methodological choice may lead to a
loss of critical visual cues that contribute to the overall qual-
ity assessment. Future work should explore alternative pre-
processing techniques that preserve the aspect ratio while
maintaining computational efficiency, such as adaptive re-
sizing or aspect ratio-aware cropping, to ensure a more in-
terpretable representation of the image’s visual content.

4.5.2 Spatial Information Preservation

In an effort to adapt our model to both AIGC image and
video quality assessment tasks, we utilize the embeddings
extracted at the backbone stage 4 (after global average pool-
ing) from the visual backbone. While streamlining the
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model and significantly improving inference speed, this de-
cision leads to a loss of spatial information that could poten-
tially diminish performance in video quality evaluation. Fu-
ture research should consider incorporating additional mod-
ules or techniques that capture spatial-temporal information
to enhance the model’s capability in video quality assess-
ment.

4.5.3 Length Extrapolation for AIGC-Video QA

The T2VQA-DB Dataset [16] is composed of videos that
are uniformly sampled to include 16 frames, whereas the
AIGIQA-20K Dataset [15] can be regarded as a variant of
the T2VQA-DB dataset, restricted to a single frame. Our
methodology has not been evaluated on video samples en-
compassing more extensive frame sequences. This restric-
tion could impede the model’s generalizability to real-world
contexts, where the lengths of videos and frame rates are
subject to significant variation. It is imperative for future re-
search to assess the model’s performance on datasets char-
acterized by a wide array of frame counts and temporal res-
olutions, thereby confirming its suitability for a more ex-
pansive spectrum of video content.

4.5.4 Computational Costs in Ensemble Method

The ensemble methodology implemented in our study in-
deed augments the robustness of our model’s predictions,
along with the trade-off of the latency during inference and
escalated training costs. To mitigate the increase in infer-
ence latency, we explore the self-distillation techniques [55]
that aim to distill the predictions from an ensemble of mod-
els into a more compact model. Nonetheless, this strategy
incurs a slight diminution in performance. Future inves-
tigations should delve into more sophisticated ensembling
techniques that reconcile computational efficiency with the
precision of the model. It could be achieved through the em-
ployment of model compression methods or the optimiza-
tion of ensemble learning algorithms.

4.5.5 Competition Results

We construct a universal strong baseline for the AIGC im-
age and video quality assessment tasks through the design
of a hybrid text encoder and feature adapter alongside an
ensemble method utilizing multiple visual backbones com-
bined with the mild data augmentation strategy. This frame-
work achieves notable success, occupying a top-three posi-
tion in the image track and a top-four ranking in the video
track at the NTIRE competition [56].

5. Conclusion
This paper proposes a unified quality assessment framework
to provide the aesthetic evaluation for the AIGC images and

videos. The incorporation framework of a hybrid CLIP text
encoder and ensemble feature representation demonstrates
its effectiveness in the empirical study. Our work can serve
as a reference for some future AIGC artwork evaluation
studies.

However, there are several remaining issues. First of all,
the current method cannot adapt itself to the input image or
video aspect ratio. Second, our proposed ensemble frame-
work obtains a gain in performance with three times the in-
ference time. Third, the prompt mechanism depends on the
high-level semantic information and puts aside the concern
about the low-level corruption. Last but not least, all the
video datasets are pumped with only sixteen frames, and
the video lengths are short. Therefore, our method needs to
be tested on longer videos to verify its validity.

In the future, we will make our method adapt to
different sizes instead of directly resizing the images.
Moreover, reducing the inference time of the ensemble
method and parsing the semantics of distortion in AIGC
works would be significant. Finally, mainstream large
models like Sora [36] can generate videos in around
one minute. Therefore, it is significant to evaluate
our proposed method in long-length generative videos.
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