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Abstract

In this paper we present S3R-Net, the Self-Supervised
Shadow Removal Network. The two-branch WGAN model
achieves self-supervision1 relying on the unify-and-adapt
phenomenon - it unifies the style of the output data and
infers its characteristics from a database of unaligned
shadow-free reference images. This approach stands in con-
trast to the large body of supervised frameworks. S3R-Net
also differentiates itself from the few existing self-supervised
models operating in a cycle-consistent manner, as it is a
non-cyclic, unidirectional solution. The proposed frame-
work achieves comparable numerical scores to recent self-
supervised shadow removal models while exhibiting supe-
rior qualitative performance and keeping the computational
cost low. The pre-trained models and the code can be found
in our github repo.

1. Introduction
Shadows are physical phenomena that arise when an ob-
stacle appears on the trajectory between a light source and
a surface. They can provide necessary guidance for three-
dimensional understanding of objects [2] and scenes [7, 57]
in monocular settings [20]. However, in other scenar-
ios, they can negatively affect our perception of the world
around us. Therefore, a number of shadow removal frame-
works have been developed for aesthetic purposes, rang-
ing from de-shadowing casual capture photos [58] to crop-
ping out unwanted objects alongside their shadows [35, 55].
Shadows can also have an adverse affect on the functioning
of automated systems. In particular, they can obscure key
visual clues, or introduce ambiguities by resembling dark
objects [53]. Thus, shadow removal models can be useful

1In this work, we take ”self-supervised” to mean a system that does not
require ground truth shadow-free pairs for its training inputs, but only a set
of shadow-free data from unrelated scenes. This matches the supervision
requirements of existing self-supervised techniques, e.g. cycleGANs.

as a pre-processing step for other computer vision tasks, e.g.
for document shadow removal [11, 25] or for improving the
accuracy of autonomous vehicle systems [46].

Unfortunately, most of the existing shadow removal
frameworks operate in a supervised manner. The models
require paired shadowed and shadow-free images, and may
also required matching shadow masks. Due to the chang-
ing nature of the sun and sky conditions, such ground truth
data is difficult to capture consistently for outdoor scenes
[38, 47]. Indoor scenarios, while easier, have not gathered
significant interest. Finally, synthetic datasets, e.g. [41], of-
fer perfect colour and pixel-wise alignment yet they lack the
realism and detail of data captured in the wild.

It is obviously possible to limit the training requirements
of the shadow removal models and, in fact, a small num-
ber of such methods have been published. In the past few
years, a few self-supervised methods [21, 23, 33, 43] have
exploited cycle-consistency as their main supervisory sig-
nal. However, cycleGAN-based models require a secondary
proxy task (here: shadow generation). This can negatively
affect the model’s robustness as it relies on both tasks func-
tioning correctly and in balance. Additionally, this approach
increases the number of generators and discriminators used
by the system and, thus, the model’s complexity. To the
best of our knowledge, only a single unsupervised shadow
removal framework has been proposed [19] yet its high
domain-specificity limits its breadth of applications.

Motivated by the above, we present a novel solution
with significantly reduced supervision requirements. The
proposed Self-Supervised Shadow Removal Network (S3R-
Net), contrasted with existing architectures in Fig. 1, is
trained without the need for paired shadowed and shadow-
free images. The model does not require any ground truth
shadow masks nor does it rely on the accuracy of any ex-
plicit shadow detection modules. Instead, the desired ap-
pearance is learnt via adversarial learning from a collection
of shadow-free images. This reference database does not
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Figure 1. We present the architectures of a standard supervised shadow removal model (bottom left), a cycle-consistent self-supervised
model (top) and the proposed S3R-Net (bottom right), exploiting a unify-and-adapt approach to self-supervision. The figure shows model
inputs, key modules and the sources of supervisory signal. G and D denote the generator and the discriminator of a GAN, and SF/S
subscripts are used to indicate networks generating/discriminating shadow-free/shadowed data.

have to be paired or aligned with the input sequences, and
can represent any scene, including scenes which do not ap-
pear in the shadowed training data. The driving force of
our GAN framework is the unify-and-adapt approach. The
de-shadowed outputs are created by a unidirectional, two-
branch network that attempts to map multiple differently
shadowed versions of a scene to a uniform shadow-free out-
put (the unify step). The style of this unified output domain
is then adapted to that of the reference style via a discrim-
inator which distinguishes between the generated and the
real shadow-free samples (the adapt step). This approach
helps us ensure good colour-consistency and overall quality
of the reconstructions while exploiting both cross-scene and
self-consistency information.

To sum up, the contributions of this paper are as follows:

1. We present a new unify-and-adapt self-supervised
shadow removal model that achieves competitive scores
on the ISTD and AISTD datasets without relying on
cycle-consistency or domain-specific priors;

2. We demonstrate that S3R-Net achieves superior qual-
itative performance when contrasted with the best
performing and most recent self-supervised shadow
removal frameworks;

3. We prove the efficiency of the proposed system via
a model parameter count and train-time GFLOPS
comparisons between existing self-supervised shadow
removal models (see: Fig. 5).

2. Literature review

Shadow removal is a not a new computer vision problem.
Historically, the literature in the field looked at colour and
illumination statistics to create physics-based solutions, e.g.
[6, 8, 40]. Other works relied on user input to guide the
shadow detection and removal steps [12, 14]. However, in
recent years, we have observed the emergence of large-scale
shadow removal datasets, coupled with the rising popular-
ity of deep learning. These changes have led to the creation
of a number of learning-based solutions that have produced
state-of-the-art results in shadow removal and its sister task
of shadow detection [44, 48, 49, 51, 59]. In this literature re-
view, we will focus on the learnt de-shadowing frameworks
and, in particular, their approach to reducing supervision
requirements.

Learnt shadow removal. A number of works draw
inspiration from physical illumination models that find
the mapping between shadowed and shadow-free pixels
[10, 28]. Such a function is used to over-expose the shad-
owed data so that its dark areas match the shadow-free
regions. Then, the original and over-exposed images are
blended to achieve a de-shadowed result. SP-Net [28] learns
the shadow parameters and uses them to combine the nat-
ural and over-exposed shadowed data using a matte. Fu et
al. [10] formulate the task as an auto-exposure fusion prob-
lem and smartly weigh a number of over-exposed shadowed
regions to de-shadow the input.
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Another group of papers exploits semantic scene un-
derstanding contained in pre-trained backbones. DeShad-
owNet [38] uses features from shallower and deeper layers
of the VGG classifier [42] to decode appearance and seman-
tic scene information that can be combined to guide shadow
removal. Cun et al. [4] fuse the features with the input and
use hierarchical feature aggregation to combine spatial at-
tention with the information from earlier layers. Hu et al.
[22] use CNN features to learn the direction-aware spatial
context used to guide shadow removal. CANet [3] matches
contextual patches between shadow-free and shadowed re-
gions, and transfers the features at different scales from the
former to the latter. In DeS3 [24] vision transformer fea-
tures are used alongside attention and colour constancy con-
straints. PRNet [52] links the features with RNNs.

Generative Adversarial Networks (GANs) have also
been a common choice for shadow removal. Wang et al.
[47] stacked two GANs to detect the shadow and then use
its mask as conditioning information for the removal step.
RIS-GAN [56] consists of three parallel GANs for shadow
removal as well as residual and illumination estimation.
ARGAN [5] uses attention to recursively detect and remove
shadows, making it robust to shadows of varying strength
and complexity. SHARDS [39] deshadows low-resolution
images and then uses them as guidance for full-resolution
shadow removal. More recently, solutions using state-of-
the-art techniques such as transformers [16, 54] or diffusion
models [17, 32, 36] have also been proposed.

Some authors have also explored new ways of thinking
about shadow removal. Li et al. [30] demonstrated that the
task of inpainting is compatible with shadow removal, and
linking the two decreases the prominence of shadow rem-
nants. The authors also propose a system [31] relying on
attentional fusion of 2 task branches – one for shadow-free
region information relay and one for deshadowing. Wan et
al. [45], on the other hand, pose shadow removal as a intra-
frame style transfer problem.

Unlike the above, some systems do not require ground
truth shadow-free images. Le and Samaras [29] build on
SP-Net [28] and require only paired shadow masks to train
their weakly-supervised model. These are used to crop out
partly-shadowed and shadow-free patches from an image
and limit the dependence on paired shadow-free data. In
contrast, Liu et al. [34] create a train set by masking out
shadowed and shadow-free areas. Their G2R-ShadowNet
generates shadows, guided by the real shadow area masks,
and then learns to de-shadow them using the shadow-free
input regions. Zhong et al. [60] expand on this solution by
improving the realism of the generated shadows. Guo et
al. [18] use masks to train an image decomposition module
being part of their diffusion-based shadow removal system.

The shadow removal literature is rich yet all of the above
methods rely on ground truth in the form of shadow-free

images and/or shadow masks. To improve generality, it is
important for models to be trained on large-scale, real-world
datasets. Unfortunately, capturing ground truth shadow-free
data is error-prone and time-consuming. This is apparent
in the existing shadow datasets [38, 47] which are known
to contain slight scene framing and colour inconsistencies
between different images corresponding to the same scene
[22, 28, 43]. Obtaining the masks for real-life data is also
laborious as it requires per-pixel annotations.

Un- and self-supervised frameworks Motivated by the
discussed challenges, this paper aims to create a shadow re-
moval network that does not require aligned ground truth
data. Instead of relying solely on pixel-wise error computa-
tion between the input and the reference, the system should
guide the shadow removal using adversarial losses and ex-
ploit other information present in the data.

A common approach to self-supervised learning relies
on cycleGANs [61] and cycle-consistency training. The
images used in this bidirectional process still come from
two domains – shadowed and shadow-free – yet they no
longer have to be paired, which lowers the data require-
ments. Mask-ShadowGAN [21] is the first self-supervised
shadow removal framework and it operates based on the
generic cycleGAN losses. Liu et al. build on this solu-
tion in LG-ShadowNet [33] and introduce two key changes:
they first learn shadow removal in the L channel of the Lab
colour space and then warmstart the all-channel network
with those weights, and propose a vector-based colour loss.
Vasluianu et al. [43] focus on the colour and pixel-wise in-
accuracies in the existing datasets. To tackle them, they blur
the inputs and outputs for colour-consistency enforcement,
and rely purely on perceptual losses to control the content
and style. DC-ShadowNet [23] expands the cycleGAN idea
to soft and hard shadow understanding, and uses shadow
domain classifiers alongside physics-based constraints.

Cycle-consistency is not the only way of reducing the
supervision requirements. He et al. [19] propose an unsu-
pervised portrait-specific solution that uses GAN inversion
and leverages the generative facial priors embedded in the
pre-trained StyleGAN2 [26]. While such priors are readily
available for the popular portrait domain, the method cannot
be easily interpolated to other more arbitrary problems.

In contrast, this paper follows a multi-branch unify-and-
adapt approach to self-supervision. This avoids the depen-
dency on a paired inverse task, and instead exploits the com-
monality of de-shadowed outputs across different shadowed
training inputs. This removes the need to train an inverse
task, improving compactness, efficiency and robustness of
the system.

3. Methodology
In the following paragraphs we discuss the implementation
details of the proposed method. First, we explain our ap-
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proach to self-supervision. This is followed by a discussion
of the losses driving our model. Finally, we provide more
details on the implementation of the GAN used as part of
our model.

3.1. The unify-and-adapt approach to self-
supervision and other training losses

To limit the need for ground truth, we propose a self-
supervised solution. The few existing domain-independent
models that do not require paired data to train, all operate
in a cycle-consistent (i.e. bidirectional) manner. In contrast,
we build S3R-Net based on an emerging unify-and-adapt
approach to self-supervision from the field of relighting,
which uses a unidirectional, single-stage 2-branch network
[27] (Fig. 2). In such a GAN-based architecture (described
in more detail in Section 3.2) the input (shadowed) images I
corresponding to the same scene are paired and fed into the
generator G in parallel. The generator produces a shadow-
correction residual that is added to the input before going
through the final activation layer. The final reconstruction
can therefore be described as Î = I + G(I). Using residuals
is intended to limit the region of change within the image
and keep the shadow-free areas intact. Instead of relying
on a pixel-wise aligned ground truth, the system exploits
the knowledge that the correct de-shadowed solution must
be consistent across all differently shadowed versions of the
input scene. Once the generator has learnt to enforce uni-
formity across the different variations of the input, the dis-
criminator D helps to adapt this uniform output towards the
correct output style through its adversarial losses (Eq. 10-
11). Here, this target style is inferred from a collection of
shadow-free samples I∗ showing arbitrary scenes.

In addition to the control achieved through D, we exploit
a number of generator losses. As discussed in the Introduc-
tion, the available datasets have colour- and pixel-wise mis-
alignments between the inputs and shadow-free equivalents
of the same scene. With this in mind, we want to control
our training using a mixture of pixel-wise and feature-based
losses. The former provide strong guidance signals yet are
prone to innate dataset errors. The latter are not as strong
yet are more resilient to pixel-wise discrepancies.

The first pair of proposed losses controls the unify as-
pect of the unify-and-adapt approach, i.e. ensures that both
outputs of our 2-branch network look the same, regardless
of the initial shadows present. We enforce this using an L1
loss Los defined as

Los = ∥(IA + G (IA))− (IB + G (IB))∥1. (1)
In the above equation, we use the A and B subscripts to re-
fer to the images associated with each of the two network
branches. It is also important to note that the output simi-
larity loss is not applied directly to the shadow-correction
residuals (i.e. G(I)), but rather to the re-composited de-
shadowed images.

The uniformity of the outputs is additionally controlled
using the perceptual loss Lperc. This compares the fea-
tures extracted from both outputs using a pretrained VGG-
19 backbone vgg. The loss can be formalised as

Lperc =

i∑∥∥∥vggi (ÎA
)
− vggi

(
ÎB

)∥∥∥
1

(2)

and i represents different feature scales within the network.
While Los and Lperc aim to equate the outputs, any

colour or framing differences between the paired images
will affect the output quality. We can counteract this by
preserving the information present in the shadow-free re-
gions. To this end, we calculate a shadow mask M for
each branch’s input-output pair by applying Otsu treshold-
ing [37] to a greyscale version of the images, i.e. M =
Otsu(I − Î). In the mask, 1s denote shadowed regions and
0s - shadow-free. To focus on the shadow-free areas, we in-
vert the mask and obtain M̂. We then use M̂ to mask out the
shadowed region in the input and the output, and compare
the visible shadow-free areas. The resulting shadow-free
region loss Lsfr is given as

Lsfr =
∥∥∥(M̂A ⊙ ÎA

)
−

(
M̂A ⊙ IA

)∥∥∥
2
+∥∥∥(M̂B ⊙ ÎB

)
−

(
M̂B ⊙ IB

)∥∥∥
2
,

(3)

where ⊙ symbolises the Hadamard product.
Even though comparing information from the output and

its corresponding input is robust against pixel-wise discrep-
ancies, there is potential for error stemming from imperfect
mask calculation. Therefore, we also add a feature-based
counterpart to Lsfr – a feature loss Lfeat, originally pro-
posed in [23]. In their paper, Jin et al. conduct a study
on features extracted from shadowed and shadow-free im-
ages of the same scene, and discovered that the features
extracted at a particular network layer (Conv22 in the pre-
trained VGG-16 backbone – vgg22) are the most shadow-
invariant. Thus, we can extract features from the model in-
put and the produced output, and ensure their feature-level
consistency regardless of shadows. The aforementioned
loss can be described as

Lfeat =
∥∥∥vgg22 (ÎA

)
− vgg22 (IA)

∥∥∥
1
+∥∥∥vgg22 (ÎB

)
− vgg22 (IB)

∥∥∥
1
.

(4)

While Lsfr is focused on the actual pixel values, Lfeat is
more concerned with general scene structure preservation,
and the losses complement each other.

Finally, we want to prevent the shadow removal model
from uniformly brightening the entire image. Therefore,
we add a constraint that makes G de-shadow only the shad-
owed regions and leave the shadow-free areas intact. The
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S3R-Net

Figure 2. Our S3R-Net system and its losses. The generators (G) shown above are the same exact model with the same weights.

shadow-free region loss goes some way towards enforc-
ing this. However, in the absence of ground truth shadow
masks, Lsfr must rely on the network output and the cal-
culated shadow masks M̂, which limits its robustness. We
mitigate this by feeding G a shadow-free image Isf and ex-
pecting it to produce a virtually empty residual, leading to
a no-adjustment reconstruction Îsf . We enforce this using
the identity loss

Lid =
∥∥Isf − Îsf

∥∥
1
. (5)

We would like to emphasise that Isf never represents the
same scene as the {IA, IB} input pair.

Since the losses described above serve different purposes
and address different problems, we add scaling λ to each
sub-loss. The total generator loss thus becomes

Ltotal = Lg + λosLos + λpercLperc+

λsfrLsfr + λfeatLfeat + λidLid.
(6)

The 2-branch approach described in this section is nec-
essary for loss calculation during training. However, at test
time, the losses are no longer used and, thus, branch dupli-
cation is not required. Consequently, this means that during
inference, we only need to feed a single image into a single
G branch and there is no need to pair up the inputs.

3.2. The adversarial shadow removal model

As outlined above, the core of the proposed S3R-Net,
shown in Fig. 2, is a GAN. Our system builds on the clas-
sic pix2pixHD model [50]. The framework uses a fully-
convolutional encoder-decoder network as its generator and
has a fully-convolutional multi-scale discriminator.

We train the aforementioned GAN as a Wasserstein
GAN (WGAN) [1]. This approach brings in a few notewor-
thy changes. WGANs abandon the 0-1 (fake-real) labels of
vanilla GANs [13]. Instead, their underlying loss metric,
the Wasserstein distance W (a.k.a. Earth-mover’s distance),

W(I, I∗) = E[D (G (I))]− E[D (I∗)] (7)

can be understood as the minimum cost of aligning all of
one distribution’s samples with the other’s.

To ensure the desired behaviour, we enforce 1-Lipschitz
continuity on the discriminator function using a gradient
penalty Egp [15]. To calculate Egp, the discriminator is fed
an image Ī created by mixing real and generated examples
with a weight sampled from a uniform distribution,

Ī = ϵI + (1− ϵ)I∗ where ϵ ∼ U(0, 1). (8)

Then, the gradients w.r.t. the sample ∇Ī are constrained to
be close to 1, i.e.

Egp = E[
(∥∥∇ĪD

(
Ī
) ∥∥

2
− 1

)2
]. (9)

With all of this in mind, the adversarial G and D losses - Lg

and Ld - can be described as

Lg = −E[D (G (I))] and (10)

Ld = E[D (G (I))]− E[D (I∗)] + λgpEgp. (11)

Unlike in a traditional GAN, WGAN’s G and D are not
trained for the same number of iterations. Multiple D itera-
tions are performed for each G pass; we follow the official
WGAN advice and set the D:G iterations ratio to 5:1. Fi-
nally, while the pix2pixHD baseline uses InstanceNorm in
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Figure 3. Ablation study: visual impact of S3R-Net’s losses.

both the generator and discriminator, our S3R-Net instead
uses learnable affine parameters with the normalisation lay-
ers in D.

4. Experiments

The proposed S3R-Net was written in PyTorch. The loss
scaling values mentioned in the Methodology were set as
follows: λgp = 10, λos = 1, λperc = 2, λsfr = 5, λfeat =
2 and λid = 1. The model was trained for 30 epochs and
the best checkpoint from this range was chosen. Adam was
used as the optimiser, with betas set to (0.0, 0.9). During
training, we used the StepLR scheduler with an initial learn-
ing rate of 5× 10−4, a step of 10 and a gamma of 0.1.

For the ablation study (Sec. 4.1) and the first part of the
experiments (Sec. 4.2), all models were trained and eval-
uated on full-size images (640×480) from the ISTD [47]
dataset. The training set contains 1331 samples, yet due to
our two-branch approach, we form approx. 10.3k training
pairs. The test set consists of 540 images which are fed into
our generator individually, as the technique does not require
multiple inputs at test time. We also train and test our model
on the adjusted ISTD (AISTD) dataset [28] (Sec. 4.3) with
the same parameters.

In the following sections the performance of S3R-Net
and other models is evaluated qualitatively and quantita-
tively. To follow the standard practise in the shadow re-
moval domain, the numerical evaluation is presented in
terms of RMSE calculated in the Lab colour space. How-
ever, we note that this is a mislabelling by previous authors,
and that the evaluation script used by all cited authors ac-
tually calculates the error in terms of MAE (mean absolute
error). This is a known, previously identified error in the
literature, e.g. [9, 21]. To follow the standards and facilitate
future comparisons, we also report MAE values but label
them as RMSE in the relevant tables.

4.1. Ablation study

In this section we review the model’s losses and demon-
strate the compactness of the proposed S3R-Net.

4.1.1 Loss ablation study

We first evaluate the influence of each model loss on the
overall system performance. During the ablation tests we
do not remove the GAN losses - Lg and Ld - as well as the
output similarity Los as they are absolutely crucial to our
model; we denote this case as ‘base’. This is then expanded
by gradually adding the other model losses. The differences
stemming from each model change are shown in Fig. 3 and
Table 1.

In the base case scenario, the error is spread between
the shadow (S) and shadow-free (N) regions. The resulting
images have some artefacts and their colours are slightly
muted. The introduction of Lsfr leads to a significant drop
in the shadow-free region error, which perfectly demon-
strates the loss’s purpose; the general quality also improves.
Lid halves the shadow-free region error and leads to a slight
increase in RMSE(S). The goal of identity loss is to prevent
changes from being made to the shadow-free region. Since
the loss is calculated on fully shadow-free samples, it does
not introduce any awareness of shadows and, thus, might
decrease performance in this area. Combining both of the
newly introduced losses further improves the the RMSE(N)
and results in an RMSE(S) score somewhere between the
others’. Finally, we add the feature-based losses Lperc

and Lfeat. The losses do not have a significant impact on
the numerical results yet they improve the visual quality
of the outputs and, in particular, decrease the appearance
of shadow edges due to their robustness to misalignment
(zoom in on bottom row). This may contribute to the slight
drop in RMSE(S) in the final version of the model.

Table 1. Loss ablation study: impact of gradual loss addition on
the performance of the proposed S3R-Net. A/A = “as above”.

Method RMSE(A) RMSE(S) RMSE(N)
base 13.17 15.84 12.82

base + Lsfr 7.80 12.59 7.12
base + Lid 7.66 16.91 6.15

base + Lsfr + Lid 7.09 14.99 5.94
A/A + Lperc + Lfeat 7.12 12.16 6.38
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Input Mask-ShadowGAN LG-ShadowNet DC-ShadowNet S3R-Net (ours) Reference

Figure 4. Visual results on the ISTD dataset.

4.1.2 Model compactness study

Recently, the growing accessibility of powerful GPUs has
accelerated the development of top-accuracy models. How-
ever, this improvement is usually coupled with an increase
in model size and computational requirements. Therefore,
in this section, we wish to show that the proposed S3R-
Net achieves good performance without excessively inflat-
ing the network.

The results of our study are visualised in Fig. 5. The
graph plots the models’ performance in terms of RMSE(A)
vs a total number of train-time GFLOPS. The marker used
to represent each solution has a radius corresponding to its
total number of parameters. The presented values represent
the GFLOPS/parameters of the generator and discriminator
networks forming a given de-shadowing system.

In this comparison we consider 3 self-supervised, cycle-
consistency based models: Mask-ShadowGAN [21], LG-
ShadowNet [33] and DC-ShadowNet [23]. We take the nu-

Figure 5. Model error vs train-time GFLOPS comparison be-
tween each model’s generator(s)+discriminator(s) trained on full-
size ISTD images. Circle radius is proportional to the total number
of model parameters.

merical RMSE results for the first two models from their pa-
pers and run the outputs of the pre-trained DC-ShadowNet
through the official evaluation script (the authors only re-
port results on cropped data). Our S3R-Net is the least
computationally expensive self-supervised shadow removal
model reviewed here. The network also comes second in
terms of RMSE(A), just after LG-ShadowNet. In terms of
model parameters, the SqueezeNet-based LG-ShadowNet is
closely followed by our S3R-Net and Mask-ShadowGAN.
The most recent DC-ShadowNet is the largest and most
computationally-heavy model in our evaluation.

4.2. Results on ISTD

Next, we undertake a more in-depth comparison of our
S3R-Net model with the relevant self-supervised state-of-
the-art methods introduced in Sec. 4.1.2. The images used
for the comparisons were provided by the authors (LG-
ShadowNet) or generated using the published pre-trained
models (the other 2 methods).

The results of this state-of-the-art experiment are pre-
sented in Table 2 and Fig. 4. Our model is outperformed
only by LG-ShadowNet, which surpasses all other mod-
els numerically. However, when it comes to visual results,
both it and Mask-ShadowGAN struggle with shadow edges.
These are less prominent in outputs generated with DC-
ShadowNet and even less so in our S3R-Net. We attribute
this to the use of perceptual losses, taking care of the overall
scene structure alongside the removal.

Additionally, we note that the competitors’ models have
a tendency to unnecessarily lighten darker image regions.
This is particularly clear in the middle row of Fig. 4,
where a number of floor tiles have their centres lightened
(DC-ShadowNet) or small cloud-like areas appear (LG-
ShadowNet). The issue does not seem to be present in S3R-
Net outputs.
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Figure 6. Visual results on the AISTD dataset.

Table 2. Results on the ISTD dataset (full-size images).

Method RMSE(A) RMSE(S) RMSE(N)
Mask-ShadowGAN [21] 7.32 12.65 6.57

LG-ShadowNet [33] 6.67 11.63 5.91
DC-ShadowNet [23] 7.36 11.21 6.64

S3R-Net (ours) 7.12 12.16 6.38

4.3. Results on AISTD

We retrain our model and test it on the AISTD [28] dataset.
Once again, we compare S3R-Net with SOTA on full-size
images, i.e. 640×480 pixels. Mask-ShadowGAN was not
trained on AISTD, so we retrain the model using the code
from the official github repo. The numerical and visual re-
sults for LG-Shadow come directly from the authors’ github
and paper. Finally, DC-ShadowNet reports performance
only on cropped data, so again we use their pre-trained
model and the original evaluation script to get the numer-
ical results for full-size inputs.

The results of this comparison are presented in Table
3 and Fig. 6. Just like before, LG-ShadowNet is the top
performer in the AISTD comparison, with the remain-
ing 3 models achieving similar performance. In Fig. 6
we can see that the models, including the top-performing
LG-ShadowNet, suffer from similar faults as on the ISTD
dataset: In the top 2 rows, the outputs generated by our
competitors have clear shadow edges while our reconstruc-
tions have significantly smoother shadow boundaries. The
appearance of the shadow fill is also most visibly reduced in

Table 3. Results on the AISTD dataset (full-size images).

Method RMSE(A) RMSE(S) RMSE(N)
Mask-ShadowGAN [21] 5.84 12.28 4.82

LG-ShadowNet [33] 5.02 10.64 4.02
DC-ShadowNet [23] 5.64 12.63 4.33

S3R-Net (ours) 5.71 12.86 4.43

the S3R-Net samples. Finally, our model can successfully
detect and remove shadow in cases where other models fail
(bottom row). Despite coming third quantitatively, we be-
lieve we have shown that S3R-Net can generate results that
look the most pleasant to the human visual system.

5. Conclusions & future work
In this paper we presented S3R-Net – a shadow removal
model with a novel unify-and-adapt approach to self-
supervision. The proposed network achieves similar quan-
titative performance to the state-of-the-art self-supervised
frameworks at a low computational cost. Additionally, and
most importantly, we demonstrate superior qualitative per-
formance: S3R-Net generates de-shadowed images with
virtually imperceptible shadows, both in terms of edges as
well as the inside fill, while maintaining the scene colours.

In future work, it would be interesting to further research
the problem of colour adjustments in the shadow region.
Adding the feature-based losses, we managed to address a
common issue of leftover shadow edges. However, match-
ing the colour of the de-shadowed region to the rest of the
scene is still an ongoing problem – both for us and the
other models. Moreover, the proposed S3R-Net does not
need ground truth for training, yet the method still relies
on paired input data. Therefore, we could investigate ways
of further reducing our supervision requirements, e.g. by
creatively using data augmentations. Finally, the (A)ISTD
dataset exhibits some misalignment between shadowed and
shadow-free samples. Our S3R-Net deals with this well due
a mix of pixel-wise as well as perceptual losses. However,
during model development we have not experimented with
any higher levels of misalignment, so it is unclear how the
network would perform given worse quality data.

This work was partially supported by the BBC and the EPSRC’s iCASE
project “Computational lighting in video” (voucher 19000034).
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