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Abstract

Image restoration, which aims to recover high-quality
images from their corrupted counterparts, often faces the
challenge of being an ill-posed problem that allows multiple
solutions for a single input. However, most deep learning
based works simply employ ℓ1 loss to train their network in
a deterministic way, resulting in over-smoothed predictions
with inferior perceptual quality. In this work, we propose a
novel method that shifts the focus from a deterministic pixel-
by-pixel comparison to a statistical perspective, emphasiz-
ing the learning of distributions rather than individual pixel
values. The core idea is to introduce spatial entropy into the
loss function to measure the distribution difference between
predictions and targets. To make this spatial entropy dif-
ferentiable, we employ kernel density estimation (KDE) to
approximate the probabilities for specific intensity values of
each pixel with their neighbor areas. Specifically, we equip
the entropy with diffusion models and aim for superior ac-
curacy and enhanced perceptual quality over ℓ1 based noise
matching loss. In the experiments, we evaluate the pro-
posed method for low light enhancement on two datasets
and the NTIRE challenge 2024. All these results illustrate
the effectiveness of our statistic-based entropy loss. Code is
available at https://github.com/shermanlian/
spatial-entropy-loss.

1. Introduction

The quest for high-quality image restoration has led to
advancements in neural networks and objective functions.
Even so, achieving perceptually convincing restorations re-
mains a challenge. Traditional pixel-wise loss functions,
such as ℓ1 and ℓ2, fall short in capturing the perceptual qual-
ities of images, often resulting in high fidelity (reflected in
high PSNR scores) but over-smoothed outputs [22, 31, 62].
This highlights the necessity for methods that extend be-
yond pixel accuracy to embrace a broader spectrum of im-

pixel-by-pixel
matching

(a) Fidelity loss e.g., ℓ!, ℓ"

statistical
matching

(b) The proposed spatial entropy loss

Figure 1. Illustration of the traditional fidelity loss (a) and the pro-
posed spatial entropy loss (b). The fidelity loss uses pixel-by-pixel
matching for two images while the proposed entropy loss adapts a
statistical matching strategy for realistic image generation.

age attributes.
To address this issue, some studies utilize generative

adversarial networks (GANs) [11] and perceptual metrics
(e.g., VGG loss [19] and LPIPS loss [62]) to improve the
visual quality. While these methods have shown promise
in generating more realistic images, they still rely on the ℓ1
loss to maintain the restoration accuracy. Moreover, both
GAN and these perceptual metrics need additional (pre-
trained) networks and are sensitive to different datasets and
tasks. This not only increases the complexity of the model
but also introduces a level of unpredictability, pointing to a
need for more adaptable and self-sufficient solutions.
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Given the limitations of GANs and perceptual metrics,
the traditional SSIM [53] offers a promising alternative by
evaluating image similarity through statistical attributes like
means and variances of local patches, rather than relying on
direct pixel-wise distances. While SSIM is often consid-
ered superior to PSNR (ℓ2-based metric) in image quality
assessment, its reliance on basic statistical measures (mean
and variance only) limits its effectiveness. When used as a
loss function, SSIM may also produce over-smoothed im-
ages, akin to the limitations observed with ℓ1 or ℓ2 loss due
to its restricted spatial information.

In this work, our objective is to design a novel statistic-
based loss function which measures the distribution simi-
larity between predicted images and ground truth images,
as shown in Figure 1. The simplest way to represent an
image distribution is through a 1D histogram, which cal-
culates the probability of all pixel intensity values. This
representation can then be utilized to compute meaningful
statistic metrics such as the Shanno entropy [46] or relative
entropy (KL-divergence) between two images. However,
the limitation of a 1D histogram lies in its inability to com-
prehensively capture spatial information, thus rendering it
inadequate for representing the entirety of an image. Ad-
ditionally, the fact that the counting operation in histogram
calculation is not differentiable prevents its use in training
within a deep learning framework.

To address the above problems, this work proposes a dif-
ferentiable spatial entropy. This method utilizes neighbor-
ing pixels to gather extra spatial information and employs
kernel density estimation (KDE) to ensure the differentia-
bility of the histogram/entropy. Moreover, to enhance the
richness of pixel neighbor information, we suggest incor-
porating of randomly shuffled weights, which also improves
the robustness of distribution matching. In experiments, we
apply our entropy loss to diffusion models for low light im-
age enhancement. The results shows that our new loss can
preserve image restoration performance (e.g., PSNR/SSIM
metrics) and further enhance the visual quality of predic-
tions (in LPIPS [62], FID [14] scores).

Our main contributions are summarized as follows:

1. We present a novel statistic-based objective that opti-
mizes distribution similarity rather than pixel-wise dis-
tance. Compared to other commonly used loss functions
such as ℓ1, ℓ2, or GAN loss, it provides a new perspective
for generative modelling.

2. We leverage KDE to make this spatial entropy differen-
tiable. By simply equipping it with diffusion models for
noise matching, the diffusion performance for realistic
image generation is significantly improved.

3. Extensive experiments on the low light enhancement
task demonstrate that the proposed entropy is effective
for diffusion-based image generation.

2. Preliminaries
2.1. Image 1D Entropy

Consider an image X of size H × W , with pixel intensi-
ties as non-negative integers from 0 to L. The 1D Shannon
entropy [46] H(·) is defined as:

H(X) = −
L∑

i=0

pi log(pi), (1)

where L is the maximum grey level and pi is the probability
of i-th intensity value given by:

pi =

∑
x∈X I{x = i}
H ×W

, (2)

where I{x = i} is the indicator function that counts the
occurrence of pixels with intensity i, and the denominator
H ×W represents the total number of pixels in the image,
with H being the height and W the width of the image.

Eq. (2) calculates the frequency of each intensity level i
through a counting operation, effectively capturing the in-
tensity distribution across an image. However, it overlooks
the spatial arrangement and the relationships between pix-
els, which can be valuable for uncovering the deeper context
and structural details of the image.

2.2. Image Spatial Entropy

To enhance the representation of an image, spatial entropy
considers additional spatial characteristics of pixels by ex-
amining their immediate surroundings [37, 49]. Specifi-
cally, for any given pixel x, we define N as the set of its
8 neighboring pixel values. And x̃ ∈ Ω is the rounded value
of the mean of N. Spatial entropy is then calculated as fol-
lows:

Hs(X) = −
L∑

i=0

∑
j∈Ω

pi,j log pi,j , (3)

where pi,j denotes the probability of occurrence for a tuple
of values (i, j), where i represents the intensity value of a
current pixel and j represents the average intensity value of
its surrounding eight neighbors N. Similar to Eq. (2), pi,j is
obtained by:

pi,j =

∑
x∈X I{x = i & x̃ = j}

H ×W
. (4)

Compared to 1D entropy, which only considers the fre-
quency of individual pixel intensities, the calculation of
spatial entropy (Eq. (4)) incorporates spatial relationships
by statistically evaluating the mean intensity of pixels in
a neighborhood. This approach enables spatial entropy to
more accurately represent an image’s spatial distribution,
offering a deeper insight into its textural and structural com-
plexity.
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Figure 2. Overview of the training process for a diffusion model with the proposed spatial entropy loss for noise matching.

However, it is worth noting that both Eq. (2) and
Eq. (4) contain a non-differentiable indicator function,
which means we cannot use them as intermediate steps in
the training of neural networks.

2.3. Diffusion Model

The general diffusion model consists of a forward process
and a backward process. Specifically, given the input vari-
able x0, the forward process iteratively adds noise to it with
satisfying

q(xt | xt−1) = N (xt;
√

1− βtxt−1, βtI), (5)

where βt is the predefined variance. With the nice property
of Gaussian, we could have

q(xt | x0) = N (xt;
√
ᾱtx0, (1− ᾱt)I), (6)

where αt = 1 − βt and ᾱt =
∏t

s=1 αs. Note that as
t → ∞, the sample of q(xt | x0) converges to a Gaus-
sian noise N (0, I). Then the backward process reverses the
noise to the initial variable x0, which naturally models the
generative process and can reconstruct high-quality images.

Importantly, the diffusion forward process can be also
modeled as a forward Stochastic Differential Equation
(SDE) with continuous variables, defined by

dx = f(x, t) dt+ g(t) dw, x(0) ∼ p0(x), (7)

where f and g are the drift and dispersion functions, re-
spectively, w is a standard Wiener process, and x(0) ∈ Rd

is an initial condition. And similarly, such an SDE can be
reversed to model the generative process:

dx =
[
f(x, t)− g(t)2 ∇x log pt(x)

]
dt+ g(t) dŵ, (8)

where x(T ) ∼ pT (x) and ŵ is a reverse-time Wiener pro-
cess and pt(x) stands for the marginal probability density
function of x(t) at time t. The score function ∇x log pt(x)
is in general intractable and thus SDE-based diffusion mod-
els approximate it by training a time-dependent neural net-
work sθ(x, t) under a so-called score matching objective.

3. Method
3.1. Differentiable Spatial Entropy

The idea is to introduce the kernel density estimation
(KDE) [41] to estimate the smooth probability density func-
tion (PDF) instead of directly counting the number of the
same intensity value (Eq. (2)) or tuple (Eq. (4)). Formally,
we define the one-dimensional KDE for the probability of a
specific intensity value i as:

pi ≈ f̂h(i) =
1

2Nh

∑
x∈X

I
{
|x− i|

h
< 1

}
(9)

=
1

Nh

∑
x∈X

K(
x− i

h
), (10)

where N = H × W is the total number of pixels, K(·)
represents the generalized kernel substituting the indicator
function 1

2 I{·} and h is a smoothing parameter called the
bandwidth. The above 1D KDE is derived from Eq. (2) and
it can be made differentiable by choosing an appropriate
kernel function such as Gaussian distribution. Similarly, to
estimate the spatial probability density for the tuple (i, j),
we rewrite Eq. (4) to a spatial KDE for pi,j as follows:

f̂h(i, j) =
1

2Nh

∑
x∈X

I
{
|x− i|

h
< 1 &

|x̃− j|
h

< 1

}
(11)

=
1

2Nh

∑
x∈X

I
{
|x− i|

h
< 1

}
· I

{
|x̃− j|

h
< 1

}
.

(12)

By replacing the indicator function 1
2 I{·} with K(·), we

have the following:

f̂h(i, j) =
2

Nh

∑
x∈X

1

2
I
{
|x− i|

h
< 1

}
· 1
2
I
{
|x̃− j|

h
< 1

}
(13)

=
2

Nh

∑
x∈X

K1(
x− i

h
) · K2(

x̃− j

h
) (14)

Here K1 and K2 could be the same kernel function. In par-
ticular, valid kernels should be real-valued, non-negative,
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symmetric, and satisfy the normalization:
∫
K(t)dt = 1,

which guarantees the spatial KDE is a probability density
function. We usually choose Gaussian or the derivative of
sigmoid [2] as the kernel function.

3.2. Spatial Entropy Loss for Image Restoration

To make use of the differentiable spatial KDE in image gen-
eration, we introduce statistical losses to measure the dis-
tribution distance between the predicted image and ground
truth. A typical example is the relative entropy (also called
KL-divergence). Mathematically, let P and Q represent
the ground truth’s and prediction’s probability distributions
computed from Eq. (14), the spatial relative entropy is de-
fined as follows:

Hs(P,Q) = DKL(P ||Q) = −
L∑

i=0

∑
j∈Ω

pi,j log
qi,j
pi,j

. (15)

Note that the choice of the loss function is flexible, other
statistic measurements like Cross-entropy and Hellinger
distance [50] can also be used in our framework. In ad-
dition, although we directly employ spatial relative entropy
as our loss function for network training, the statistics of
the whole image are too global and spatially non-stationary,
which cannot guide the reconstruction of local details. To
address this issue, we further propose to compute the rel-
ative entropy locally to provide a spatially varying quality
map of the image, which is more stable and efficient for dif-
ferent image distortions. Similar to SSIM [53], we slide a
11 × 11 square window to compute the local probabilities,
which can be regarded as a convolution operation by set-
ting all weights to one and then replace the N with the total
number of pixels i.e. 11× 11 in Eq. (14).

Shuffle Weights for Neighborhoods Augmentation In
previous works, the mean value of neighborhood pixels of-
ten serves as the spatial information. However, only us-
ing one pattern of averaging neighborhoods is still not suf-
ficient to represent the whole image. To better improve the
spatial information during training, we propose adding ran-
dom weights to neighboring pixels for each entropy cal-
culation, as a strategy for weighted averaging augmenta-
tion. In theory, this approach of differentiable spatial en-
tropy, enhanced by the random weights strategy, can be
more broadly and effectively applied across various image
generation frameworks and applications.

Equipping Entropy to Diffusion Models Most diffusion
models adopt noise-matching loss (NML) for generative
modelling. In particular, NML uses ℓ2 to match predicted
noise and a real Gaussian noise at a random sampled time t.
To equip the proposed entropy to common diffusion models,
we just simply replace the ℓ2 term in noise matching. In this

paper, we use Refusion [35] as the base diffusion framework
which learns a mean-reverting SDE [34] (a special case in
Eq. (7)) for image restoration. Figure 2 illustrated the com-
bination of diffusion models with entropy loss. To further
improve the distortion performance (in terms of PSNR and
SSIM metrics), we follow Refusion to change NML to the
maximum likelihood loss (MLL) [34] for optimal path re-
versing.

4. Experiments
In this section, we provide evaluations on the low light en-
hancement task with two datasets from LoL-v1 and LoL-
v2 in Sec. 4.2 and analyze the effectiveness of the entropy
in Sec. 4.3. Moreover, in Sec. 4.4, we further report the
final results of the corresponding NTIRE 2024 low light
enhancement challenge. Finally, the limitations and future
work are presented in Sec. 4.5.

4.1. Datasets and Implementation Details

Datasets. Our method is evaluated on the Low Light
Paired (LoL) datasets: LOL-v1 [55] and LOL-v2-real [58].
The LOL-v1 dataset is the first of its kind, comprising im-
age pairs captured from real-world scenarios. It consists of
500 pairs of low-light and normal-light images, with 485
pairs for training and 15 for testing. These images maintain
a consistent resolution of 400×600 pixels and mostly de-
pict indoor scenes with typical low-light noise. In contrast,
the LOL-v2-real dataset contains 689 pairs of low-/normal-
light images for training and additional 100 pairs for testing.
This dataset captures a diverse range of scenes, both indoors
and outdoors, under varying lighting conditions. The diver-
sity of the LOL-v2-real dataset allows us to learn from a
broader spectrum of low-light scenarios, enhancing its eval-
uation of image enhancement techniques.

Implementation Details. We develop the image restora-
tion SDE (IR-SDE) [34] model targeting low-light image
enhancement with a Conditional NAFNet [5] architecture.
This model employs the AdamW optimizer with β1 = 0.9
and β2 = 0.99 over 200, 000 iterations. The initial learn-
ing rate is 5 × 10−5, reduced to 1 × 10−6 through a co-
sine annealing schedule. Training samples are processed in
batches of 8, with 128x128 patches randomly cropped from
low-/normal-light image pairs. Data augmentation includes
random rotation and flipping. In addition, we set the SDE
timestep to 100 in both training and testing. All our exper-
iments are implemented using the PyTorch framework and
performed on an NVIDIA A100 GPU with 2 days of train-
ing for each dataset.

4.2. Comparison with State-of-the-Arts

Comparison Methods In this section, we compare
the proposed method with the following state-of-the-
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Table 1. Quantitative comparison between the proposed method
with other state-of-the-art low-light enhancement approaches on
the LOL-v1 [55] test set. The best results are marked in bold.

Method Distortion Perceptual

PSNR↑ SSIM↑ LPIPS↓ FID↓
NPE [52] 16.97 0.484 0.400 104.1
SRIE [10] 11.86 0.495 0.353 88.73
LIME [13] 17.55 0.531 0.387 117.9
RetinexNet [55] 16.77 0.462 0.417 126.3
DSLR [27] 14.82 0.572 0.375 104.4
DRBN [58] 16.68 0.730 0.345 98.73
Zero-DCE [12] 14.86 0.562 0.372 87.24
MIRNet [59] 24.14 0.830 0.250 69.18
EnlightenGAN [17] 17.61 0.653 0.372 94.70
ReLLIE [63] 11.44 0.482 0.375 95.51
RUAS [28] 16.41 0.503 0.364 102.0
DDIM [48] 16.52 0.776 0.376 84.07
CDEF [23] 16.34 0.585 0.407 90.62
SCI [36] 14.78 0.525 0.366 78.60
URetinex-Net [56] 19.84 0.824 0.237 52.38
SNRNet [57] 24.61 0.842 0.233 55.12
Uformer [54] 19.00 0.741 0.354 109.4
Restormer [60] 20.61 0.797 0.288 73.00
Palette* [43] 11.77 0.561 0.498 108.3
UHDFour2× [24] 23.09 0.821 0.259 56.91
WeatherDiff [40] 17.91 0.811 0.272 73.90
GDP [9] 15.90 0.542 0.421 117.5
Retinexformer [4] 25.16 0.845 0.130 71.21
DiffLL [16] 26.34 0.845 0.217 48.11
Entropy-SDE (Ours) 24.05 0.848 0.081 37.20

art methods: NPE [52], SRIE [10], LIME [13],
RetinexNet [55], DSLR [27], DRBN [58], Zero-
DCE [12], MIRNet [59], EnlightenGAN [17], ReLLIE [63],
RUAS [28], DDIM [48], CDEF [23], SCI [36], URetinex-
Net [56], SNRNet [57], Uformer [54], Restormer [60],
Palette [43], UHDFour2× [24], WeatherDiff* [40],
GDP [9], Retinexformer [4], DiffLL [16]. These meth-
ods can be roughly split into four categories: optimization-
based approaches, learning-based approaches, transformer-
based approaches, and diffusion-based approaches. Our
method belongs to the last category. For most methods,
we report their results from the DiffLL [16] paper. And
we compare the visual results with EnlightenGAN [17]
and URetinex-Net [56] by re-testing their official pretrained
models.

Evaluation Metrics As the purpose of this work is to im-
prove the visual quality of diffusion-based results in low-
light enhancement, we thus focus more on the percep-
tual metrics: Learned Perceptual Image Patch Similarity
(LPIPS) [62] and Fréchet inception distance (FID) [14]. In

Table 2. Quantitative comparison between the proposed method
with other state-of-the-art low-light enhancement approaches on
the LOL-v2-real [58] test set. The best results are marked in bold.

Method Distortion Perceptual

PSNR↑ SSIM↑ LPIPS↓ FID↓
NPE [52] 17.33 0.464 0.396 100.0
SRIE [10] 14.45 0.524 0.332 78.83
LIME [13] 17.48 0.505 0.428 118.2
RetinexNet [55] 17.72 0.652 0.436 133.9
DSLR [27] 17.00 0.596 0.408 114.3
DRBN [58] 18.47 0.768 0.352 89.09
Zero-DCE [12] 18.06 0.580 0.352 80.45
MIRNet [59] 20.02 0.820 0.233 49.10
EnlightenGAN [17] 18.68 0.678 0.364 84.04
ReLLIE [63] 14.40 0.536 0.334 79.84
RUAS [28] 15.35 0.495 0.395 94.16
DDIM [48] 15.28 0.788 0.387 76.39
CDEF [23] 19.76 0.630 0.349 74.06
SCI [36] 17.30 0.540 0.345 67.62
URetinex-Net [56] 21.09 0.858 0.208 49.84
SNRNet [57] 21.48 0.849 0.237 54.53
Uformer [54] 18.44 0.759 0.347 98.14
Restormer [60] 24.91 0.851 0.264 58.65
Palette [43] 14.70 0.692 0.333 83.94
UHDFour2× [24] 21.79 0.854 0.292 60.84
WeatherDiff* [40] 20.00 0.829 0.253 59.67
GDP [9] 14.29 0.493 0.435 102.4
Retinexformer [4] 22.80 0.840 0.169 62.46
DiffLL [16] 28.86 0.876 0.207 45.36
Entropy-SDE (Ours) 21.31 0.832 0.120 49.61

addition, distortion metrics like PSNR and SSIM [53] are
also reported to measure the image fidelity for reference.

Results The quantitative comparison results on two
datasets (LoL-v1 [55] and LoL-v2-real [58]) are illustrated
in Table 1 and Table 2. It is observed that most advanced
image restoration approaches (such as the MIRNet, SNR-
Net, Restormer, and Retinexformer) only perform well on
the distortion performance (high PSNR and SSIM), mean-
ing that they are easy to fit pixels but tend to produce
relatively smooth or blurry results. DiffLL [16] uses a
specific wavelet-based diffusion model for low light en-
hancement and achieves the overall best results for both
datasets. By leveraging the entropy loss in training, our
method (Entropy-SDE) performs comparably with DiffLL
on perceptual metrics in the LoL-v2-real dataset and even
achieves the best performance over most metrics on the
LoL-v1 dataset. These results illustrate that combining the
proposed entropy loss with diffusion models works well on
various datasets. In addition, it is reasonable that our fidelity
results are inferior to other methods since we only lever-
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Low light inputs Target image EnlightenGAN URetinex-Net Entropy-SDE (Ours)

Figure 3. Visual comparison of the proposed model with other low light enhancement approaches on the LoL-v1 [55] dataset.

Low light inputs Target image EnlightenGAN URetinex-Net Entropy-SDE (Ours)

Figure 4. Visual comparison of the proposed model with other low light enhancement approaches on the LoL-v2-real [58] dataset.

age statistical information but PSNR is computed based on
pixel-by-pixel distance.

The visual comparison of our method with Enlighten-
GAN [17] and URetinex-Net [56] on two datasets are shown
in Figure 3 and Figure 4, respectively. Note that Enlight-
enGAN always encounters the color shift problem due to
the unstable GAN training process. The results produced
by URetinex-Net look better in colors but lose some details
in reconstruction (such as the blue point in the first-row of
Figure 4). Our results are consistent with the target images

while also look more realistic.

4.3. Effectiveness of the Entropy Loss

In this section, we include ablation experiments further to
analyze the effectiveness of the proposed spatial entropy
Loss. In particular, the Refusion model is used as the
baseline and we add individual ℓ1 loss and entropy to it.
Here, we use a comprehensive set of metrics for evalua-
tion, including PSNR, SSIM [53], LPIPS [62], DISTS [7],
FID [14], and NIQE [38]. Note the NIQE is a non-reference
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Table 3. Ablation experiment for the proposed entropy loss on
LOL-v1 [55] test set. The Refusion [35] is used as the baseline.

Method Distortion Perceptual

PSNR↑ SSIM↑ LPIPS↓ DISTS↓ FID↓ NIQE↓
Baseline /w ℓ1 loss 23.21 0.826 0.114 0.109 51.99 4.67
Baseline /w Entropy 24.05 0.848 0.081 0.071 37.20 4.40

Table 4. Ablation experiment for the proposed entropy loss on
LOL-v2-real [58]. The Refusion [35] is used as the baseline.

Method Distortion Perceptual

PSNR↑ SSIM↑ LPIPS↓ DISTS↓ FID↓ NIQE↓
Baseline /w ℓ1 18.54 0.812 0.151 0.136 51.99 3.98
Baseline /w Entropy 21.31 0.832 0.120 0.119 49.61 4.09

metric that only measures the visual quality of outputs. In
contrast, all other metrics measure both visual quality and
the consistency between inputs and outputs.

The results on two datasets are shown in Table 3 and
Table 4. Obviously, baseline models with the proposed en-
tropy loss can improve the results significantly. It is worth
noting that the entropy loss only employs statistical infor-
mation from images but still outperforms the ℓ1 loss ver-
sion, further demonstrating the effectiveness of the pro-
posed spatial entropy loss and the importance of differen-
tiable solutions to the entropy.

4.4. NTIRE Low Light Enhancement Challenge

Our model was also evaluated in the NTIRE 2024 Low
Light Enhancement Challenge [29], which provides a high-
quality dataset containing 230 training scenes, along with
35 validation and 35 testing ones. We use the same model
and settings as described in Sec. 4.1. In this dataset, most
images are 4K resolution that are hard to process with our
diffusion model. Thus we downsample these large images
with a factor of 0.5 for memory efficiency and resize them
back to the original resolution after enhancement. The final
results and rank are shown in Table 5, in which we choose
the Top 10 teams and report our results in the last row. No-
tably, our method outperforms all top teams in terms of
LPIPS.

In Figure 5, we visualize two examples from the chal-
lenge validation dataset and illustrate the results of two
diffusion models: learn noise matching with ℓ1 and noise
matching with the proposed spatial entropy. Although there
are no ground truth images, it is easy to observe that spatial
entropy improves the visual quality of diffusion models.

4.5. Limitation

Although the proposed spatial entropy can achieve good
perceptual performance, the training is computationally

Table 5. Evaluation and Rankings in the NTIRE 2024 Low Light
Enhancement Challenge.

Team PSNR SSIM LPIPS Final Rank

SYSU-FVL-T2 25.52 0.8637 0.1221 1
Retinexformer 25.30 0.8525 0.1424 2

DH-AISP 24.97 0.8528 0.1235 3
NWPU-DiffLight 24.78 0.8556 0.1673 4

GiantPandaCV 24.83 0.8474 0.1353 5
LVGroup HFUT 24.88 0.8395 0.1371 6

Try1try8 24.49 0.8483 0.1359 7
Pixel warrior 24.74 0.8416 0.1514 8

HuiT 24.13 0.8484 0.1436 9
X-LIME 24.28 0.8446 0.1298 10

221B (Ours) 22.04 0.8141 0.1084 17

costly since we need to count the pixel numbers for all band-
widths repeatedly. Therefore, we have to use a small patch
size in training, which might affect the final performance.
In addition, it is worth noting that the proposed entropy loss
can be also used for other tasks and frameworks. However,
since the loss is purely based on statistical feature match-
ing, it reduces the weight of fidelity parts thus leading an
inferior results on other metrics like PSNR and SSIM. That
means directly applying it to some scenes would produce
undesired artifacts. An example of applying it to image de-
blurring is shown in Figure 6. Although this problem can be
alleviated using diffusion models in their iterative denoising
process, it is still challenging to apply it to common image
restoration frameworks. We regard this as our future work.

5. Related Work

Low Light Image Enhancement Low light enhancement
aims to recover the correct illumination of images that are
captured in the dark [21, 39]. To make the transformed im-
ages visually satisfactory, numerous works have made ef-
forts to improve the contrast and details in restoration [10,
13, 18, 47]. Traditional methods mainly adopt histogram
equalization (HE) [3, 39, 47] and Retinex theory [10, 21].
Built upon them, deep learning approaches are developed
and have achieved impressive progress. LLNet [30] is the
first work applying deep neural networks to low light en-
hancement. Following this, RetinexNet [55] proposes a
real-world captured low light dataset with a Retinex theory
based network. To improve the details, EnlightenGAN [17]
combines GAN loss with unpaired images for practical
model training. And some other concurrent works mostly
adopt similar architectures or traditional theories for data-
driven image enhancement [4, 12, 28, 51, 56, 57, 64, 65].
Most recently, DiffLL [16] further utilizes a wavelet-based
diffusion model to produce illuminated results with satis-
factory perceptual fidelity.
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Low light inputs Noise matching with L1 Noise matching with spatial entropy

Figure 5. Visual results of the proposed method on the NTIRE 2024 Low Light Enhancement Challenge dataset.

Blurry Input Our Result Ground Truth

Figure 6. A case of applying the proposed spatial entropy for image deblurring. Here we use a simple U-Net as the base network and
directly train it with our differentiable spatial entropy loss.

Diffusion Models for Image Restoration Image restora-
tion aims to reconstruct a high-quality image from its cor-
rupted counterpart [1, 25, 26, 32]. It contains a wide range
of practical applications such as image deblurring [45], de-
noising [61], super-resolution [8], etc. Existing deep learn-
ing based methods directly train neural networks with ℓ1/ℓ2
loss based on collected data pairs, which is effective for
image reconstruction but would produce over-smooth re-
sults [22, 66]. Recently, the generative diffusion model
has drawn increasing attention due to its stable training
process and remarkable performance in producing realis-
tic images and videos [15, 42, 44]. Inspired by it, re-
cent researchers started converting various image restora-
tion tasks into diffusion processes to obtain high-perceptual
results [6, 20, 33, 34, 67]. Notably, all these methods still
use ℓ1/ℓ2 for noise matching to learn the diffusion process.
In this paper, our method is the first that proposes to use a
purely statistical matching approach for noise matching.

6. Conclusion

This paper presents a statistic-based matching approach
(spatial entropy loss) for image restoration. Specifically, we
introduce the kernel density estimation (KDE) to make the
spatial entropy differentiable. Then the spatial entropy can
be used for different learning-based frameworks for image
reconstruction. By equipping it into the diffusion models
(to substitute the ℓ1 or ℓ2), we obtain a novel statistical noise
matching loss for realistic image restoration. We then apply
this model to the low light enhancement task to illustrate its
effectiveness. Our model achieves the best LPIPS perfor-
mance in the NTIRE Low Light Enhancement challenge.
All these results demonstrate that the spatial entropy loss is
effective for the high perceptual diffusion learning process.
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