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Abstract

In this paper, we review the NTIRE 2024 challenge on
Restore Any Image Model (RAIM) in the Wild. The RAIM
challenge constructed a benchmark for image restoration
in the wild, including real-world images with/without ref-
erence ground truth in various scenarios from real appli-
cations. The participants were required to restore the real-
captured images from complex and unknown degradation,
where generative perceptual quality and fidelity are desired
in the restoration result. The challenge consisted of two
tasks. Task one employed real referenced data pairs, where
quantitative evaluation is available. Task two used unpaired
images, and a comprehensive user study was conducted.
The challenge attracted more than 200 registrations, where
39 of them submitted results with more than 400 submis-
sions. Top-ranked methods improved the state-of-the-art
restoration performance and obtained unanimous recogni-
tion from all 18 judges. The proposed datasets are avail-
able at https://drive.google.com/file/d/
1DqbxUoiUqkAIkExu3jZAqoElr_nu1IXb/view?
usp=sharing and the homepage of this challenge
is at https://codalab.lisn.upsaclay.fr/
competitions/17632.

1. Introduction
Image restoration, aiming at recovering high-quality images
from their low-quality counterparts, is one of the most pop-
ular low-level vision tasks in the research community. How-
ever, there has been a large gap between Academic research
and Industrial application for a long time. For example,
the image signal processing (ISP) systems on digital cam-
eras always face mixed and complex degradations, yet most

methods in academic research are designed and evaluated
based on simulated and limited degradation. How to design
and train a model that can be generalized to practical appli-
cations is a challenging yet highly valuable problem.

The deep learning techniques have significantly ad-
vanced the performance of image restoration. Recently,
generative adversarial networks show good performance in
approximating distributions of real photos in image restora-
tion tasks, while the large-scale pre-trained generative dif-
fusion models have provided powerful priors to further im-
prove the quality of image restoration outputs.

This challenge aims to provide a platform for industrial
and academic participants to test and evaluate their algo-
rithms and models on real-world imaging scenarios, bridg-
ing the gap between academic research and practical pho-
tography. The objectives of this RAIM challenge are:
• Construct a benchmark for image restoration in the

wild, including real-world images with/without reference
ground-truth in various scenarios and objective/subjective
evaluation methods;

• Promote the research and development of RAIMs with
strong generalization performance to images in the wild.
This challenge is one of the NTIRE 2024 Workshop as-

sociated challenges on: dense and non-homogeneous de-
hazing [1], night photography rendering [2], blind com-
pressed image enhancement [14], shadow removal [11],
efficient super resolution [10], image super resolution
(×4) [4], light field image super-resolution [13], stereo im-
age super-resolution [12], HR depth from images of specu-
lar and transparent surfaces [15], bracketing image restora-
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tion and enhancement [16], portrait quality assessment [3],
quality assessment for AI-generated content [8], restore
any image model (RAIM) in the wild [7], RAW image
super-resolution [5], short-form UGC video quality assess-
ment [6], low light enhancement [9], and RAW burst align-
ment and ISP challenge.

2. NTIRE 2024 RAIM Challenge

2.1. Training Data

In this challenge, participants can train their models using
any data they can collect and any pre-trained models they
can reach.

2.2. Validation and Test Data

To facilitate the design and development of RAIM by
participants, we provide two types of validation and
test data: paired data with reference ground truth
(R-GT), and unpaired data. All data is available
now at https://drive.google.com/file/d/
1DqbxUoiUqkAIkExu3jZAqoElr_nu1IXb/view?
usp=sharing.

2.2.1 Paired Data with R-GT

To facilitate the model validation, we first provide some
paired data in the following scenarios, where both the in-
put low-quality image and the high-quality R-GT can be
collected. Examples can be found in Figure 1.
Image denoising. Compromising with the size and cost, the
photosensitivity of imaging sensors, especially on mobile
phone products, is limited. Meanwhile, the illumination of
shooting scenes can be poor, especially in low-light imag-
ing. Image denoising is a very fundamental requirement for
image restoration.
Image super-resolution. The focal length of mobile phone
cameras is limited, making it hard to meet the needs of con-
tinuous and ultra-long magnification zoom. Therefore, mo-
bile cameras will be equipped with digital zoom algorithms,
namely super-resolution algorithms. Out-of-focus restora-
tion. The autofocus (AF) algorithm cannot guarantee 100%
focus accuracy. In fleeting moments of excitement, such as
blowing birthday candles, fireworks, etc, the image restora-
tion algorithms are expected to remedy slight defocusing
shots.
Motion deblur. Due to the limitations in aperture size and
sensor capability, mobile phone cameras face a trade-off be-
tween shutter time and motion blur. A longer shutter may
enhance the noise reduction performance, but it is prone to
motion blur when encountering foreground object motion
or handheld motion. An effective motion deblur algorithm
is demanded.

The combinations of the above. When capturing a real-
world photo in the wild, the above issues are usually trig-
gered simultaneously by several factors, such as motion blur
in high magnification super-resolution, out-of-focus in low
light environments, etc. When multiple problems appear in
the image, a strong model is needed to solve them jointly.
In this challenge, we use these data to calculate the full-
reference metrics to partially measure the effectiveness of
the algorithms and screen the top performers in the early
stage.

2.2.2 Data without R-GT

In many practical scenarios, the R-GT is very difficult to
collect, and the image restoration performance is hard, if
not possible, to be measured by full-reference metrics. In
this challenge, we also provide the data with the following
commonly encountered issues in practice. Examples can be
found in Figure 2.
Smoothed details and textures. Limited by hardware
and on-chip computing power, images captured by mobile
phone cameras often face a trade-off between noise/artifacts
reduction and details/texture richness, impacting the visual
quality. However, due to the lack of effective quantitative
measures, evaluation can only be done through subjective
observation.
Text stroke adhesion in super-resolution. In the telephoto
mode (e.g., equivalent focal length larger than 230mm),
shooting small text from a distance is an important yet
highly challenging task. Text stroke adhesion, or super-
resolution errors (i.e., presenting wrong characters), will
greatly deteriorate the user experience.
High light edge and color artifacts. The optical system of
mobile phones is limited, and prone to purple edges, green
edges, halos, and fake textures in high-light areas. This
problem occurs frequently in reflective scenes, backlight
scenes, night scenes, etc., which greatly affects the user’s
perception.
Low-frequency color noise/blocks/bandings. The low
SNR of the input in mobile phone cameras demands a heavy
denoising algorithm to output a clean image. However,
due to factors such as computing power and storage, the
bit-width of the ISP system is limited. When transitioning
from the linear domain to the nonlinear domain, visual color
noise, blocks and bandings often appear.
High-frequency aliasing and Moire pattern. Due to the
resolution of imaging sensors, the Moire pattern can appear
at specific distances and frequencies. Although users have
certain expectations (or understanding) about the appear-
ance of Moire patterns, they still hope to reduce the prob-
ability and severity of Moire patterns without affecting the
clarity of the image.
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Figure 1. Example data pairs we have provided.

Figure 2. Example input images we have provided without R-GT.
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2.3. Evaluation Measures

We evaluate the effectiveness of the models with both quan-
titative measures and subjective evaluation.

2.3.1 Quantitative Measure

Following prior arts, we employed the PSNR, SSIM,
LPIPS, DISTS and NIQE measures to evaluate the models
quantitatively by using the data with R-GT. The evaluation
score is computed as follows:
SCORE = 20×PSNR

50 +15×SSIM−0.5
0.5 +20× 1−LPIPS

0.4 +

40× 1−DISTS
0.3 + 30× 1−NIQE

10 .

2.3.2 Subjective Evaluation

For the test data without R-GT, we judged the perceptual
quality of the restored results by visual inspection. Specif-
ically, we invited 18 experienced practitioners and con-
ducted a comprehensive user study. The following features
were considered in the evaluation:
Textures and details. The restored image should have fine
and natural textures and details.
Noise. Noise, especially color noise, should be elimi-
nated. Some luminance noise can be kept to avoid over-
smoothness in flat areas.
Artifacts. Various artifacts, such as worm-like artifacts,
color blocks, bandings, over-sharpening, and so on, should
be reduced as much as possible.
Fidelity. The restored image should be loyal to the given
input. More details have been discussed during the com-
petition with all participants by referencing specific images
and model outputs.

2.4. Phases

2.4.1 Phase 1: Model Design and Tuning

In this phase, participants can analyze the given data and
tune their models accordingly. We provided:
• 100 pairs of paired data (i.e., input with R-GT), which

can be used to tune the models based on the quantitative
measures.

• 100 images without R-GT, which can be used to tune the
model according to visual perception.

2.4.2 Phase 2: Online Feedback

In this phase, participants can upload their results and get
official feedback. We provide:
• the input low-quality images of another 100 pairs of

paired data.

The script of this measure is available at https :
/ / drive . google . com / file / d / 1Q1CvlbGo -
WOgqya5GulS5eYIi2Rgcj5l/view?usp=sharing.

Only the low-quality input images are provided, and the par-
ticipants can upload the restoration results to the server and
get the quantitative scores online. Users can also upload
their results of the images without the R-GT provided in
Phase 1 to seek feedback. The organizers will provide feed-
back to a couple of teams that get the highest quantitative
scores of the images with R-GT.

2.4.3 Phase 3: Final Evaluation

In this phase, we provide:

• another 50 images without R-GT for subjective evalua-
tion.

In this phase, we select the top ten teams according to the
quantitative score of the 100 images with R-GT in Phase 2,
and then arrange a comprehensive user study on their results
of the above 50 images without R-GT. The final ranks of
the ten teams will be decided based on both the quantitative
scores and the subjective user study, with the weight being
40% and 60%, respectively.

2.5. Awards

The following awards of this challenge are provided:

• One first-class award (i.e., the champion) with a cash
prize of US$1000;

• Two second-class awards with cash prizes of US$500
each;

• Three third-class awards with cash prizes of US$200
each.

2.6. Important Dates

• 2024.02.07: Released data of phase 1. Phase 1 began;
• 2024.02.25: Released data of phase 2. Phase 2 began;
• 2024.03.17: Released data of phase 3. Phase 3 began;
• 2024.03.22: Phase 3 results submission deadline;
• 2024.03.27: Final rank announced.

3. Challenge Results

In total, the challenge received 200+ registrations, where 39
of them have submitted results in phase 2 with 400+ sub-
missions. In phase 3, we invited the top 12 teams in phase 2
and received 9 valid submissions. Brief illustrations of the
methods from participating teams are provided in Section 4,
while the team information is provided in Section 6.

3.1. Phase 2: quantitative comparison on paired
data with R-GT

In phase 2, we got submissions from 30+ teams, where the
quantitative results of top-ranked teams are shown in Ta-
ble 1. The evaluation measure is described in Section 2.3.1.
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Table 1. Result of phases 2 and 3, as well as final scores and ranks.
We only show teams that participated in phase 3.

Team Score in Phase 2 Score in Phase 3 Final Score Rank

MiAlgo 79.13 57 91.65 1
Xhs-IAG 81.96 47 82.07 2
So Elegant 79.69 46 80.09 3
IIP IR 80.03 14 45.94 4
DACLIP-IR 78.65 9 40.03 5
TongJi-IPOE 72.99 11 39.91 6
ImagePhoneix 78.93 4 34.79 7
HIT-IIL 69.80 1 27.92 8

3.2. Phase 3: qualitative comparison on unpaired
data

In stage three, we invite 18 low-level vision-related stu-
dents/engineers, who are required to select the top three
results of each of the 50 samples. They follow a unified
principle as demonstrated in Section 2.3.2 and the feedback
to individual participants. The team information is hidden
and the results are randomly shuffled to make fair compar-
isons. By checking the results of each scorer, we found their
opinions are similar so the results are valid. The final score
Sfinal is calculated by

Sfinal = 0.4× S2 + 0.6× Sn
3 , (1)

where S2 indicates the score in phase 2 and Sn
3 denotes the

normalized score in phase 3.
For calculating Sn

3 , we first calculate the score in phase
3, i.e., S3, where the team is rewarded with 3 points when
selected to be top 1, 2 points for the top 2, and 1 point for the
top 3. The scores are averaged by 18. Then, we calculate
Sn
3 by

Sn
3 teami =

S3teami −min(S3)

max(S3)−min(S3)
. (2)

We then show some example visual comparisons in Fig-
ures 3, 4, 5 and 6. All visual results in phase 3 are avail-
able at https://drive.google.com/file/d/
1_vxF2s-WRm59F8Vn1nquE7q4R2zHZTmm/view?
usp=sharing.

4. Teams and Methods
Due to the space limitation, we describe the participating
teams and their proposed methods in the supplementary
material.
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Figure 3. Visual comparisons of the input LR image (top left) and results from participated teams (others) in phase 3.

Figure 4. Visual comparisons of the input LR image (top left) and results from participated teams (others) in phase 3.
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Figure 5. Visual comparisons of the input LR image (top left) and results from participated teams (others) in phase 3.

Figure 6. Visual comparisons of the input LR image (top left) and results from participated teams (others) in phase 3.
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