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Abstract

Currently, low-light conditions present a significant

challenge for machine cognition. In this paper, rather than

optimizing models by assuming that human and machine

cognition are correlated, we use zero-reference low-light

enhancement to improve the performance of downstream

task models. We propose to improve the zero-reference low-

light enhancement method by leveraging the rich visual-

linguistic CLIP prior without any need for paired or un-

paired normal-light data, which is laborious and difficult to

collect. We propose a simple but effective strategy to learn

prompts that help guide the enhancement method and exper-

imentally show that the prompts learned without any need

for normal-light data improve image contrast, reduce over-

enhancement, and reduce noise over-amplification. Next,

we propose to reuse the CLIP model for semantic guid-

ance via zero-shot open vocabulary classification to op-

timize low-light enhancement for task-based performance

rather than human visual perception. We conduct exten-

sive experimental results showing that the proposed method

leads to consistent improvements across various datasets

regarding task-based performance and compare our method

against state-of-the-art methods, showing favorable results

across various low-light datasets.

1. Introduction

Low-light conditions present a significant challenge for
image quality, adversely impacting the performance of
high-level computer vision models. In addition to high-level
noise caused by photon-limited imaging, low-light images
often contain out-of-focus and motion blur, unnatural ap-
pearance caused by camera flash and image signal processor
failures such as incorrect white-balancing or tone-mapping,
all affecting the image quality negatively. With the in-
creased integration of high-level computer vision methods
into daily life, addressing the robustness of machine cogni-
tion in low-light conditions becomes ever more important.

Input Baseline [13] Ours
Figure 1. Our proposed method leverages the CLIP [40] model
for unsupervised image prior via prompt learning and open-
vocabulary semantic guidance. Our proposed method improves
the over-all image hue, reduces over-enhancement and reduces
noise over-amplification. Further, we conduct extensive experi-
ments to show that our proposed method significantly improves
machine cognition as measured by task-based performance of
down-stream tasks models, without incurring any additional com-
putation costs on the light-weight enhancement baseline model
[13].

While most works try to improve machine cognition by cor-
relating the human visual perception with the image quality,
we study machine cognition-oriented low-light image en-
hancement in this paper.

Many works [9, 51, 53–56, 59, 63–66] propose to su-
pervise the training using paired low- and normal-light
data. However, the collection of paired low- and normal-
light data is laborious because it usually requires capturing
the same scene with different sensor exposure time. Be-
cause of the collection costs of low- and normal-light data,
some works [13, 20, 27, 32, 58] propose to learn image en-
hancement in an unsupervised fashion. While some meth-
ods [20, 32, 58] still require the selection of unpaired low-
and normal-light datasets, zero-reference methods such as
[13, 27, 67] only require low-light data for training. Moti-
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Figure 2. Our proposed two-stage training process leverages the pre-trained CLIP model that can capture lighting conditions and quality
of images. We propose to use the CLIP model to learn the positive and negative image priors with a simple data augmentation strategy
without any need for paired or unpaired normal-light data via prompt learning, and use them for guiding the image enhancement model.
During the training, we use the learned prompts and reuse the CLIP model for semantic guidance to improve the quality of the enhanced
images. Our proposed method uses open-vocabulary classification, so it can be easily extended to any dataset, without limiting object
categories, with annotated bounding boxes or any type of annotation that can be used to extract patches with an object category, as well as
to paired low- and normal-light datasets, increasing the variety of the data in the training.

vated by difficulties in collecting paired normal- and low-
light data, we focus on zero-reference image enhancement
in this work. While zero-reference methods [13, 27, 67]
solve the problems associated with collection costs, they do
not integrate semantic knowledge during the training pro-
cess.

Motivated by the zero-shot capabilities of open vocabu-
lary image understanding [7,24,62,68] enabled by the CLIP
[40] model, we incorporate the rich CLIP prior that can cap-
ture the lighting conditions and image quality [32, 44] into
the zero-reference training process.

Our contributions are as follows:

• We propose to learn a low-light image prior via prompt
learning, using a simple data augmentation strategy,
without any need for paired or unpaired normal-light
data. The proposed prompts help to guide the image
enhancement model by improving the contrast, reduc-
ing loss of information caused by over-enhancement
of bright regions, and reducing over-amplification of
noise.

• We reuse the CLIP model for semantic guidance via
open vocabulary image classification. While our strat-
egy is simple, it scales favorably to include datasets
with any object categories. In addition to that, paired
low- and normal-light datasets can also be included in

training by using high-scoring detections inferred by a
generic object detector on normal-light data.

• We conduct extensive ablation and comparison ex-
periments to show that our proposed method leads
to consistent improvements in task-based performance
across many high-level low-light datasets.

2. Related Work
2.1. Low-Light Enhancement

Traditional methods. Traditional approaches to low-
light enhancement include histogram-based and Retinex-
based methods. Histogram-based methods employ a map-
ping of intensity values based on histograms at a global
[12, 45] or local [23, 43] level. While simple and effi-
cient, traditional histogram-based methods typically dis-
count structural information, do not address the problem of
denoising and are prone to producing unnatural artifacts in-
cluding color shift. On the other hand, methods based on
the Retinex theory [25] aim to decompose a low-light im-
age into reflectance and illumination components and treat
the estimated reflectance or its modification as the final out-
put. Seminal works single-scale [22] and multi-scale [21]
Retinex propose to estimate image illumination with single-
and multi-scale Gaussian filters. Over the years, more
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complex Retinex-based methods such as [11, 15, 46] have
been proposed, including joint enhancement and denoising
methods [28, 29], to produce more natural-looking results.
Because traditional Retinex-based methods rely on hand-
crafted features and assumptions about images, they require
careful parameter tuning, might not generalize well to the
variety of real-life images, and often lack robustness against
image degradation.

Learning-based methods. In recent years, motivated
by impressive results demonstrated by deep learning meth-
ods in computer vision, many deep learning low-light im-
age enhancement methods have been proposed. Existing
methods can be generally divided into end-to-end meth-
ods [8,9,20,53–56,66] that directly enhance the input image
and Retinex-based methods [10,32,34,37,50–52,59,63–65]
that typically decompose the image into reflectance and il-
lumination components. Many of these methods require
large amounts of paired low- and normal-light images to
train [9, 51, 53–56, 59, 63–66]. While synthetic data is easy
to generate, models trained on it have difficulties general-
izing to real-life images. On the other hand, real data re-
quires significant collection and annotation efforts because
the paired data is collected either by post-processing im-
ages by trained experts [3] or varying camera and light-
ing settings [4–6, 16, 51]. Although it is possible to use
a beam splitter to capture the same scene with two differ-
ent sensors [19, 26], the majority of the existing datasets
are collected by capturing the same scene multiple times
with varying exposure settings, and are thus limited to static
scenes. Motivated by the costs and limitations of real paired
datasets, some works [20, 32, 58] propose to use unpaired
low- and normal-light data instead. However, careful selec-
tion of normal-light data is still necessary. Consequently,
Guo et al. [13,27] proposed a zero-reference method which
does not require any paired or unpaired normal-light data.
In [13, 27, 67] Guo et al. formulated image enhancement
as a curve estimation problem and proposed a set of zero-
reference losses based on assumptions about natural im-
ages, such as average image brightness and gray world hy-
pothesis.

2.2. Low-Light Image Understanding

Loh and Chan [35] have experimentally demonstrated
that convolutional neural networks trained on low- and
normal-light data for image recognition do not learn to nor-
malize deep image features. That is, Loh and Chan [35]
showed that extracted low- and normal-light features belong
to distinct feature clusters. Since then, low-light image un-
derstanding has further received the interest of researchers
in high-level tasks such as face detection [31, 47, 60], ob-
ject detection [18, 35, 38, 39], pose estimation [26] and ac-
tion recognition [57]. Another line of works focuses on
improving machine cognition by introducing low-light en-

hancement to the cognition framework and learning the en-
hancement under supervision of a high-level task model
[17, 31, 39, 49, 67]. In contrast with previous works in im-
age enhancement and restoration that use semantic informa-
tion for guidance at a loss [1, 33] or feature level [30, 48],
task-oriented enhancement models [17, 31, 39, 49, 67] opti-
mize for machine perception rather than assuming correla-
tion between human perception and downstream task per-
formances [17,38,39,41,49,61]. Moreover, as an enhanced
image can be reused by many different generic downstream-
task models, this approach might be attractive in resource-
limited scenarios.

2.3. CLIP in Vision

Following the remarkable success of Contrastive
Language-Image Pre-Training (CLIP) [40], the CLIP
visual-linguistic prior has been leveraged to generalize to
open-vocabulary problems in high-level vision [7, 24, 62,
68]. Recently, Wang et al. [44] showed that CLIP can be
used to capture the quality and abstract feel of the images,
and Liang et al. [32] showed that the CLIP prior can differ-
entiate between various lighting conditions in natural im-
ages. Motivated by this, Liang et al. [32] proposed to lever-
age the CLIP prior for image enhancement by iteratively
learning prompts to discriminate between normal-light and
back-lit images.

As we focus on low-light machine cognition, we make
minimal assumptions about correlating the human and
machine visual perception and employ task-based low-
light performance to evaluate our proposed enhancement
method.

3. Proposed Method

We propose a two-stage training process that leverages
the pre-trained CLIP model for semantic guidance and
learning an image prior from low-light data without any ad-
ditional paired or unpaired normal-light data.

During the pre-training stage, we propose a simple but
effective strategy to learn the pair of positive and negative
image prompts to help to guide the enhancement. Next, we
use the learned prompts and additionally reuse the CLIP
model for semantic guidance to improve the enhancement
of low-light images without any need for paired or un-
paired low-light data. Because our proposed semantic guid-
ance is realized by open-vocabulary CLIP classification, the
proposed method can be easily extended to any low-light
dataset containing bounding-box annotations or any type of
annotation that can be used to extract patches with an object
category.
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(b) Average image brightness statistics.

Figure 3. Statistics of the datasets used for the ablation study.

Figure 4. Our strategy to learn positive and negative image
prompts: 1 : 4 subsampled (left) negative and 4 ⇥ 4 averaged
(right) positive image. Subsampling preserves the noise in the im-
age while averaging acts as a fast and simply proxy for denoising.

3.1. Unsupervised Image Prior via Prompt Learn-
ing

Motivated by the observation that the CLIP image prior
can capture diverse lighting conditions and image qual-
ity, we propose to leverage CLIP to learn an image prior
from low-light data without the need for paired or unpaired
normal-light data. During the first stage of training, we use
the pre-trained CLIP model to learn positive and negative
prompts to discriminate between averaged and subsampled
low-light data, respectively.

Given a low-light image I 2 RH⇥W⇥C and a pair of

randomly initialized positive and negative prompts, Pp 2
RN⇥512 and Pn 2 RN⇥512, where N denotes the prompt
length, we first augment the image using random photo-
metric augmentation into I 0 to avoid learning prompts that
would overly constraint the overall image brightness. Next,
we generate a pair of positive and negative images.

We generate a positive image Ip = avgm⇥m(I 0) by ap-
plying m⇥m average pooling to the augmented image I 0 as
a fast and simple proxy for denoising. We generate a nega-
tive image In = sub1:m(I 0) by applying 1 : m subsampling
to the augmented image I 0, keeping the original noise lev-
els. The process is illustrated in Fig. 2 and the effect of
averaging and subsampling is showed in Fig. 4.

We use the binary cross-entropy loss to learn the prompt
pair to capture the image prior while differentiating between
the image quality.

Lprompt init. = �(y log ŷ + (1� y) log (1� ŷ)), (1)

where y is the image label (0 for a positive, 4 ⇥ 4 aver-
aged and 1 for a negative, 1 : 4 subsampled image) and ŷ is
based on the softmax of cosine similarity between each of
the prompts and each of the images I 2 {Ip, In}:

ŷ =
ecos(�img(I),�txt(Pp)

P
i2{p,n} e

cos(�img(I),�txt(Pi)
, (2)

where �img is the CLIP image encoder and �txt is the
CLIP text encoder.

3.2. Unsupervised Low-Light Enhancement
Motivated by the success of curve-based enhancement

[13] for zero-reference low-light enhancement, we adopt
DCE-Net [13] as our lightweight baseline model that for-
mulates enhancement as an pixel-wise curve prediction ap-
plied to the input image I as below:

LEn(x) = LEn�1(x)+An(x)LEn�1(x)(1�LEn�1(x)),
(3)

where A is a set of N pixel-wise parameter maps ↵ 2
[�1, 1] applied iteratively to the input image I .

3.2.1 Zero-Reference Image Losses

We follow Guo et al. [13] and adopt a set of zero-reference
loss functions for low-light image enhancement. For clar-
ity, we briefly discuss the employed exposure control Lexp,
spatial consistency Lspa, color constancy LRGB and illu-
mination smoothness LTVA below.

Exposure control loss Lexp encourages exposure cor-
rection of under- and over-exposed regions by setting an
expected average region intensity E:

5974



Lexp =
1

M

MX

i=1

X

i=1

|Îi � E|, (4)

where Îk is the k-th 16⇥16 patch of the enhanced image,
M is the number of non-overlapping 16⇥16 image patches
and E is the expected average intensity. E is empirically set
to 0.6

Spatial consistency loss Lspa ensures spatial coherence
of the enhanced image by preserving relative differences be-
tween adjacent image regions:

Lspa =
1

K

KX

i=1

X

j2⌦(i)

(|Îi � Îj |� |Ii � Ij |)2, (5)

where I and Î are the original and enhanced images, re-
spectively, K is the number of local regions, and ⌦(i) de-
notes the 4-connected neighborhood centered at the 4 ⇥ 4
region i.

Color loss LRGB follows the Gray-World hypothesis [2]
to constraint differences between color channels:

LRGB = (ÎR,µ� ÎG,µ)
2+(ÎR,µ� ÎB,µ)

2+(ÎG,µ� ÎB,µ)
2

(6)
where Îc,µ is the average intensity of color channel c 2

{R,G,B} of the enhanced image Î .
Illumination smoothness loss LTVA encourages mono-

tonicty relation between neighboring image pixels and is
applied to intermediate curve parameter map A:

LTVA =
X

c2{R,G,B}

(|rxAc|+ |ryAc|)2, (7)

where Ac is the intermediate channel-wise curve param-
eter used to enhance the image Î , and r denotes the gradi-
ent operation.

Additional zero-reference losses. We have experi-
mented with additional zero-reference losses, such as total-
variation smoothness loss applied to the enhanced image
Î , total-variation smoothness loss applied to µ-tonemapped
enhanced image Î , comparing differently sampled en-
hanced image Î and input image Î . While the additional
constraints we tried led to improved performance for some
datasets, we found that the impact is not consistent across
many datasets and sometimes lead to significant decrease in
performance.

3.2.2 Leveraging CLIP for Image Enhancement

We propose to leverage the pre-trained CLIP model which
can capture lighting conditions, image quality and semantic
information for image enhancement at the loss level.

Learned CLIP Image Priors. To further constrain
the enhanced image Î and improve the quality of the en-
hanced images, we use the learned image prompts intro-
duced in subsection 3.1. We found that the image prior
learned via prompt learning using our methods reduces
over-amplification of the image noise and overexposure of
bright regions.

To this end, we first encode the enhanced image Î us-
ing the CLIP image encoder �img and the learned prompt
pair using the CLIP text encoder �txt. Next, we compute
the cosine similarity between the embedded enhanced im-
age �img(Î) and the learned prompt pair �txt(P ), where
P = Pp, Pn is a pair of the positive and negative learned
prompts.

ŷprompt =
ecos(�img(Î),�txt(Pp)

P
i2{p,n} e

cos(�img(Î).�txt(Pi)
, (8)

Finally, we compute the cross-entropy loss, assuming
that the enhanced image should match the positive prompt
Pp.

Semantic guidance. We propose to leverage the zero-
shot capabilities of the CLIP model to introduce semantic
guidance during training in a straightforward way. Thanks
to the simplicity, the proposed semantic guidance method
can be used with any low-light dataset containing bounding-
box annotations or any type of annotation that can be used
to extract patches with an object category, which is advan-
tageous given the sparsity and high collection costs of low-
light datasets. During the training, we use annotation to
extract image patches counting objects of a class cls. Be-
cause we use CLIP to perform zero-shot classification, the
label set is not pre-fixed or limited and can be adjusted for
a single batch dynamically during the training. For each in-
stance, we use a pair of positive and negative class prompts,
T = {”a photo of a cls”,”not a photo of a cls”}} and ex-
perimentally show that this results in improved task-based
performance of our method.

Given an enhanced low-light image Î and its class label
cls, we perform the classification based on the cosine simi-
larity between the embedded enhanced image �img(Î) and
a pair of antonym prompts �txt(T ), where T = {”a photo

of a cls”,”not a photo of a cls”}} is a pair of positive and
negative prompts.

ŷcls =
ecos(�img(Î),�txt(Pcls)

P
i2{cls,¬cls} e

cos(�img(Î),�txt(Pi)
, (9)

where Pcls and P¬cls is an antonym pair of positive and
negative class prompts, ”a photo of a cls” and ”not a photo
of a cls”.

We use binary cross-entropy loss to guide the enhance-
ment process in a way that facilitates high-level machine
cognition.
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Input Baseline [13] + semantic guidance + learned prompt Ours
Figure 5. Ablation study of our proposed method. Semantic guidance improves the color distribution of the images, while the learned
prompt improves image contrast, reduces overexposure and reduces over-amplification of the noise.

Zero-ref. Open vocab. Learned NOD [39] NOD SE [39] LOD [18] ExDark [35] ExDark [35] DarkFace [60]
baseline [13] class. img. prior mAP " mAP " mAP " mAP " class. acc. " mAP@.5 "

(no enhancement) 42.1% 22.8% 37.8% 40.3% 22.8% 33.3%
X 40.4% 22.0% 38.6% 33.3% 40.9% 33.8%
X X 41.1% 22.5% 42.5% 34.5% 41.2% 28.6%
X X 42.4% 23.3% 47.1% 38.0% 42.7% 35.5%
X X X 43.2% 26.5% 47.4% 39.7% 43.6% 38.0%

Legend: best, second best result.

Table 1. Qualitative results of the ablation study of our proposed method in terms of task-based performance. Our proposed improvements
leads to consistent improvement over the baseline method.

In contrast with methods that perform semantic guid-
ance using pre-trained normal-light high-level models, our
method can be applied to datasets without paired normal-
light ground-truth data. Moreover, our method leverages
the zero-shot capabilities of CLIP and is scalable to any
dataset with at least bounding box-level annotation via
open-vocabulary classification. Additionally, the method is
easily extendable to unannotated paired low- and normal-
light datasets by extracting high-confidence detections us-
ing a normal-light object detector.

Total loss The total training loss is expressed as:

Ltotal = �expLexp + �spaLspa+

�RGBLRGB + �TVALTVA+

�clsLcls + �promptLprompt,

(10)

where Lexp, Lspa, LRGB , LTVA are the zero-reference
losses described in subsection 3.2.1, Lcls and Lprompt are
the proposed losses described in subsections 3.2.2, and �
are the corresponding loss weights.
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Input DRBN [58]
+SKF [53]

SNR [55]+
SKF [53] RUAS [34] SGZ [67] Zero-DCE [13] SCI [37] Ours

Figure 6. Qualitative comparison with related methods, all trained using the LOL [51]
dataset.

Method Requires NOD [39] NOD SE [39] LOD [18] ExDark [35] ExDark [35] DarkFace [60] FLOPS
paired data mAP " mAP " mAP " mAP " class. acc. " mAP@.5 " MACs # Params. #

(no enhancement) N/A 42.1% 22.8% 37.8% 40.3% 22.8% 33.3% - -
Histogram Equalization 7 39.8% 18.4% 38.9% 33.3% 39.9% 32.9% - -

DRBN [58]+SKF [53] (CVPR20+CVPR23) X 43.1% 25.1% 46.5% 39.5% 38.5% 40.7% 560G 887M
SNR [55]+SKF [53] (CVPR22+CVPR23 X 41.6% 20.1% 41.8% 39.0% 39.6% 37.2% 887G 105M

RUAS [34] (CVPR21) 7 38.6% 21.3% 41.1% 36.7% 34.1% 21.6% 4G 3.4K
SGZ [67] (WACV22) 7 41.3% 23.9% 42.6% 34.7% 41.7% 37.0% 11G 11K

Zero-DCE [13] (CVPR20) 7 40.4% 20.5% 38.8% 32.8% 43.1% 33.3% 83G 79K
SCI [37] (CVPR22) 7 42.9% 26.1% 46.9% 38.7% 43.8% 39.9% 0.37G 0.36K

Ours 7 42.8% 26.1% 47.0% 38.5% 47.86% 37.3% 83G 79K

Legend: best, second best result.

Table 2. Qualitative comparisons of the proposed and related works in terms of task-based performance. All methods were trained on the
LOL [51] dataset that comprises 500 paired low- and normal-light images.

4. Experiments
In our work, we focus on improving low-light cognition

by enhancing images before processing with downstream
models. Similar to related work [17, 38, 39, 41, 49, 61],
rather than assuming correlation between human percep-
tion and downstream task performances, we focus on task-
based evaluation. Such evaluation has been used previously
in [17, 38, 39, 49].

Implementation details1. We use Zero-DCE [13] as our
baseline model and CLIP for image classification and the
learned prompt. For training the prompt, we learn the pos-
itive and negative prompts of length 16 using brightness,
contrast and hue augmentation, and down-sample image
crops by the scale factor of 4 for positive samples and down-
sample by nearest-neighbor downsampling by the factor
of 4 for negative samples. For training the enhancement
model, we extract image patches containing objects based
on dataset bounding box annotation and include a portion
of the image around the bounding box if the object is very
small (e.g. in the DARKFACE [60] dataset). For paired
low- and normal-light datasets without annotated object in-

1The experiments were completed by authors at National Taiwan Uni-
versity.

stances, we ran an open-vocabulary detector YOLO-World
[7] on paired normal-light data using 365 labels in the Ob-
jects365 [42] dataset and extract patches based on predic-
tions with a confidence score over 0.3. We train our en-
hancement network on 224 ⇥ 224 image patches with a
batch size 8, for 105K steps, using the Adam optimizer
with a learning rate 0.0001, weight decay 0.0001 and gra-
dient norm clipping set to 0.1. We use zero-reference loss
terms proposed by Guo et al. [14] and set the the weights of
color loss term to 5, spatial consistency term to 1, exposure
control term to 10, and TV term 200.

4.1. Ablation Study
We conduct an extensive ablation study on multiple low-

light datasets to show the contribution of each of the pro-
posed loss terms. Following [13] recommendations, we
train the model using a variety of different lighting condi-
tion. To this end, we use a collection of data extracted from
the NOD [39], ExDark [35], DarkFace [60], ExLPose [26],
LOL [51] and BAID [36] datasets to train all of the vari-
ants in Tab. 1. To further increase the diversity of data, we
use paired low- and normal-light datasets by using an open-
vocabulary detector on normal-light data. For the LOL [51]
and BAID [36] datasets which do not contain any instance
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annotation, we extract object instances from low-light im-
ages based on paired detections on normal-light data with
a confidence score over 0.3 using YOLO-World [7], using
365 labels in the Objects365 [42] dataset. In addition to a
large variety of illumination condition, our collection has a
variety of different labels categories, and our method lever-
ages zero-shot capabilities of the CLIP [40] model by ad-
justing the class prompts for each batch on-line. We show
the basics dataset statistics in Fig. 3.

Task-based performance. As seen in the ablation study
results presented in Tab. 1, the proposed open-vocabulary
classification loss leads to consistent improvements over the
baseline method [13], except for the DarkFace [60] dataset.
Similarly, introducing the proposed learned prompt leads
to consistent improvement over both the baseline method
[13] and detection with unenhanced images. The two pro-
posed improvements together lead to consistent improve-
ments over the baseline method [13] except the ExDark
dataset [35] where the differences between the methods in
the study are relatively small and well above detection per-
formance using unenhanced images. Possible explanations
for the observed difference for the ExDark [35] dataset in-
clude small proportion of the ExDark data during training
or relatively higher average brightness levels in the dataset
as seen in Fig. 3.

Qualitative results. Qualitative results of the ablation
study are shown in Fig. 5. Semantic guidance improves
the color distribution of the images, removing the color hue
shift visible in images produced by the baseline method.
The learned prompt improves the color distribution of the
images and contributes to improving the contrast in the
images. Compared with the baseline method, the learned
prompt reduces the overexposure that leads to information
loss from the original input image. Moreover, the learned
prompt reduces over-amplification of the noise in the im-
ages.

4.2. Task-based Comparison with Related Methods

We show task-based performance comparison with re-
lated methods in Tab. 2, all trained on the LOL [51]. We
first compare our supervised methods DRBN [58] and SNR-
LLNet [55] with semantic guidance [53]. Our method is
on-par with DRBN+SKF [53, 58] and outperforms SNR-
LLNet [55] in terms of task-based performance across the
tested datasets. However, if compared to the computational
complexity of the DRBN+SKF [53, 58] our method relies
on a much more lightweight architecture [13]. Similarly to
the ablation study, our method shows improvement in term
of task-based performance across all tested datasets except
the ExDark [35] dataset. Again, ossible explanations for
the observed difference for the ExDark [35] dataset include
small proportion of the ExDark data during training or rela-
tively higher average brightness levels in the dataset as seen

in Fig. 3.

5. Conclusion
We proposed to leverage the rich CLIP prior and CLIP’s

zero-shot capabilities at the training stage to improve zero-
reference low-light image enhancement. We proposed to
first pre-train a pair of prompts that capture enhanced low-
light image prior via prompt learning with a simple data
augmentation strategy without any need for paired or un-
paired normal-light data. We experimentally showed that
the learned prompt helps guiding the enhancement by im-
proving the image contrast, reducing over-enhancement and
reducing over-amplification of noise. Next, we proposed to
further reuse the CLIP model during the training process
using a straightforward yet effective and scalable semantic
segmentation via zero-shot open vocabulary classification.
We conducted extensive experiments that show consistent
improvements over the baseline method across various low-
light datasets in terms of task-based performance.
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