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Abstract

The advent of Deep Learning (DL) techniques has
significantly improved the performance of Image Super-
Resolution (ISR) algorithms. However, the primary limi-
tation to extending the existing DL-based works for real-
world instances is their computational and time complex-
ities. Besides this, the presumed degradation process in
their training datasets is another. In this paper, we present
a lightweight and highly efficient zero-shot ISR model. The
proposed algorithm first estimates the degradation kernel K
from the given low-resolution (LR) image statistics. Later,
we introduce “Deep Identity Learning (DIL)”, a novel
learning strategy, to compute the inverse of K by exploit-
ing the identity relation between the degradation and in-
verse degradation models. Contrary to the mainstream ISR
works, the proposed model considers K alone as its input to
learn the ISR task. We term the proposed approach as “Im-
age Specific Super-Resolution Using Deep Identity Learn-
ing (ISSR-DIL)”. In our experiments, ISSR-DIL demon-
strated a competitive performance compared to state-of-
the-art (SotA) works on benchmark ISR datasets while re-
quiring, at least by order of 10, fewer computational re-
sources.

1. Introduction
Image Super Resolution (ISR) is a well-established low-
level vision task whose objective is to generate a High-
resolution (HR) image from the given corresponding LR
observation(s) with many real-world applications in various
prominent domains like medical imaging, satellite imaging,
and surveillance, which demand the HR version of the scene
of interest for its analysis and understanding.

In 2014, the first DL-based ISR work i.e. SRCNN [11]
demonstrated remarkable improvement over the traditional
methods like [32], [14], [16], [3], [33]. Further, various
deep learning techniques, [28], [20], [34], [23], [8]. were
proposed to generate super-resolved images with finer de-
tails and of better quality. These works consider the un-
known degradation process as a learnable entity in either

supervised or unsupervised approach from a large synthetic
HR-LR image pair or LR image datasets respectively. The
ISR works that presume the degradation model in their
dataset to be MATLAB bicubic downscaling or some blur-
ring kernel with additive or multiplicative noise followed
by downscaling are known as non-blind approaches [11],
[23], [8] [20]. Further, a line of works like [38], [35], [15],
[36] etc, considered multiple types of degradations in their
datasets and illustrated the improved performance over a
wide range of degradations.
However, in practice, the degradation process from the HR
image to the LR image is unknown and also may vary for
every application based on factors like, but not limited to,
the imaging system and the imaging environment. The ap-
propriate prior knowledge of the degradation model is re-
quired to achieve the desired ISR task performance. Any
naive assumption of the degradation process results in a
domain gap between the synthetic and the realistic data as
the real LR (RLR) images suffer unknown complex degra-
dations. Hence the models trained and tested with the
synthetic datasets perform poorly on RLR images. The
progress of the existing DL-based ISR works can be largely
attributed to the huge amount of computational resources,
which made the deep models with millions of parameters to
train on large ISR datasets available. Nonetheless, the ex-
istent DL-based ISR works as such cannot adapt to unseen
LR images and yet demand substantial computational re-
sources for the acquisition of robust datasets and to re-train
their deep models.
Towards addressing these issues, LR image-specific ISR
works like Zero-shot Super-resolution (ZSSR) [31], Ker-
nelGAN [4], Dual Back-Projection-Based Internal Learn-
ing for Blind Super-Resolution (DBPI) [19] etc, were pro-
posed. These works are dataset-independent and rely on in-
ternal statistics of an image i.e., patch recurrence property
[16]. The primary shortcoming of the existing zero-shot ap-
proaches is the inference time taken for a single image is
very high. Because of this limitation, these methods are
not recommendable for practical applications. Neverthe-
less, the assumption made by [16] may easily fail for im-
ages with diverse contents or monotonous scenes, since it is
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hard to exploit recurring information across scales. Hence,
these approaches are valid for a very limited set of images
with frequently recurring contents across or within scales of
the given LR image.
In this paper, we propose a lightweight and computationally
efficient image-specific ISR model referred to as “Image
Specific” Super-Resolution Using “Deep Identity Learning”
(ISSR-DIL). Here, we introduce a novel learning objective
i.e., Deep Identity Learning (DIL), which exploits the iden-
tity relation between the degradation kernel K and its in-
verse K−1 i.e., ISR kernel. In this work, initially, we esti-
mate the K from the given input LR image using the vari-
ance reduction relation between the LR image and the K.
Later, we estimate the K−1 characterized by a custom shal-
low Convolutional Neural Network (CNN), with no acti-
vation functions referred to as Linear-CNN (L-CNN). L-
CNN was trained with DIL objective on an estimated K
“alone” as input, to form the inverse degradation model i.e.,
the ISR model. At the inference stage, the test LR image
is pre-upsampled to the required resolution, and then super-
resolution enhancement is performed using the trained L-
CNN for varying scale factor (sf)s like ×2,×3,×4. The
proposed ISSR-DIL super-resolves the given LR input im-
age to the desired scale factor by at least five times less
than in time and at least less by O(10) in computational re-
sources required by the current SotA zero-shot approaches.
Our proposed image-specific ISR model can be categorized
under zero-shot ISR approaches since the super-resolution
task is carried out using a given single LR input alone sim-
ilar to the existing zero-shot ISR methods [31], [19], [13].
The highlights of our proposition are as follows.
1. The proposed ISR framework transforms the task of

learning the ISR problem from image datasets (LR im-
ages or HR-LR image pair datasets), to the task of “iden-
tity” learning from the convolution operation between K
and K−1 with the proposed novel learning objective i.e.,
DIL with a dedicated regularization term.

2. The proposed lightweight image-specific K estimation
algorithm is quite simple and robust, as compared to the
existing highly complex and computationally demand-
ing degradation kernel estimation techniques.

3. The proposed DIL-based ISR model performs on par
with the existing SotA ZSSR methods, while being at
least ten times more computationally efficient.

2. Related work
In this section, the relevant and existing DL-based zero-shot
ISR methods were discussed and presented in brief.
A stream of works explores the internal statistics based on
the recurrence property of a natural image to model the
degradation from a given single test input, the LR image
itself. The recurrence property of a natural image states that
patches of a single image tend to recur within and across

different scales of this image. Glasner et al. [16] pro-
posed to capitalize the internal statistics within an image
to tackle the Single ISR problem. Non-parametric blind
super-resolution [25] utilized this framework for the BISR
task. Based on this framework, Zero-Shot Super-Resolution
(ZSSR) [31] proposed to train an image-specific CNN with
HR-LR pairs generated from a single LR input, for super-
resolving the same input LR image. KernelGAN [4] was
proposed for blind kernel estimation using the patch recur-
rence property. For a given arbitrary LR image, the kernel
recovery performance is limited and unstable. Flow-based
kernel prior (FKP) [22], was proposed for robust kernel es-
timation, based on Normalizing flow (NF) [9], [10] to learn
a kernel prior in latent space. Nonetheless, these kernel es-
timation works are to be associated with the existing ISR
models to generate the super-resolved image. Later, Kim
et al. [19] proposed a unified internal learning-based SR
framework consisting of an SR network and a downscaling
network. In the self-supervised training phase of DBPI, the
SR network is optimized to reconstruct the LR input image
from its downscaled version produced by the downscaling
network. Meanwhile, the downscaling network is trained
to recover the LR input image from its super-resolved ver-
sion generated by the SR network. Similarly, Emad et
al. [13] proposed DualSR: Zero-Shot Dual Learning for
Real-World Super-Resolution, which jointly optimizes an
image-specific down sampler and corresponding upsampler.
More specifically, DualSR [13] is trained with the cycle-
consistency loss, the masked interpolation loss, and the ad-
versarial loss using the patches from the test image.
The organization of the rest of the paper is as follows.
Section 3 presents a detailed explanation of our proposed
method. In section 4, extensive experimental analysis and
results are presented, followed by Conclusions in section 5.

3. Proposed method
In this section, we elaborate on the proposed ISSR-DIL
model in greater detail.

3.1. Problem formulation

The entire ISR problem can be broadly observed as the
degradation model followed by the inverse degradation
model (as shown in Fig. 1). At first, the degradation model
generates a degraded and downsampled version of the HR
image i.e., the LR image. Later, the inverse degradation
model restores the HR image from the obtained LR image
i.e., the SR image. The degradation and inverse degradation
models are explained below in detail.
Degradation model: The degradation model typically con-
sists of two stages. The first is the convolution of the HR
image with the degradation kernel, followed by the down-
sampling operation in the second stage. The mathemati-
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Figure 1. An end-to-end ISR model.

cal representation of the correspondence between HR im-
age X ∈ RM×N and LR image y ∈ Rm×n is given in Eq.
(1) [4].

y = (X ∗K) ↓s (1)

Here K represents the degradation kernel, ∗ represents the
convolution operation, s is the scale factor and the dimen-
sion M ×N is equal to sm× sn.
Inverse degradation model:. The objective of the ISR task
is to achieve the inverse of the degradation model i.e., to
reconstruct the HR image from the given LR image input.
The mathematical representation of the equivalent inverse
model of the degradation model (refer Eq. (1)) is given in
Eq. (2).

(y ↑s) ∗K−1 = X (2)

Where K−1 represents the inverse degradation kernel, to be
estimated.
End-to-end ISR model. The unified degradation and in-
verse degradation models form an end-to-end ISR problem.
This unified framework represents an “identity model” with
the same entity as the input and the output i.e., HR im-
age (in the ideal case). The end-to-end ISR framework is
presented in Fig. 1. The degradation and inverse degra-
dation models are characterized and effectively represented
by their respective kernels K and K−1. In practice, the out-
put of the inverse model is the super-resolved (SR) image
from the LR image. Further, the simplified end-to-end ISR
framework with only convolution operations involved can
be obtained by the exclusion of mutually inverse operations
i.e., downsampling and upsampling operations, under the
assumption that the degraded HR images before the down-
sampling stage are bandlimited. In such a scenario, the
downsampling and the immediate upsampling stages will
not affect the ISR framework.
Based on the derived simplified end-to-end ISR model,
we propose a simple, computationally efficient, and novel
framework that learns the zero-shot ISR task from degrada-
tion kernel alone i.e., ISSR-DIL. The simplified end-to-end
ISR framework is equivalent to an identity model with the
HR image as its input and output. Therefore, the convo-
lution operation between K and K−1 should result in an
identity relation. Henceforth, we propose to learn the in-
verse degradation model forming an identity relation with

the degradation kernel. The identity relation is given in Eq.
(3).

K ∗K−1 = I (3)

Where I is an Identity matrix of dimension P×Q, and P,Q
values are based on the dimensions of K & K−1.
Here, the proposed formulation simplifies the task of learn-
ing ISR problem from image datasets using deep architec-
tures with several millions of learnable parameters, to the
task of “identity” learning from the convolution operation
between degradation kernel K and the inverse degradation
kernel K−1 via an L-CNN made up of purely convolution
operations (discussed in Sec.3.3). Hence, in this work, in-
stead of considering the image datasets with HR and LR im-
ages to represent their degradation relationship, the degra-
dation kernel estimated from the given LR image is consid-
ered for modeling the ISR task.

3.2. Degradation kernel (K) estimation

In ISR literature, the degradation modeling is mainly car-
ried out conventionally by using Gaussian prior [12],[25]
and, in recent works, employing complex deep models like
KMSR [40], KernelGAN [4], etc. To effectively capture the
degradations in real LR images, K is modeled as unimodal
[25] & Gaussian [29]. The existing well-known blind ISR
works like [4], and [19] consider the K to be isotropic or
anisotropic Gaussian models. Also, the work [21] demon-
strated that with an appropriate estimation algorithm, blind
deconvolution can be performed even with a weak Gaussian
prior. Following these widely adopted premises, in our ISR
work, we propose a simple and computationally inexpen-
sive method to model and estimate the degradation as the
anisotropic Gaussian kernel based on statistics of the given
LR image.
Statement: When an image with standard deviation (SD) σi

is convolved with a Gaussian filter having SD σf , then SD
of the resulting image σo is approximately given in Eq. 61.

σ0 ≈ σi

σf 2
√
π

(4)

Here σf , σo, and σi refer to the SD of the Gaussian kernel,
LR image, and HR image respectively. However, σi is un-

1Please refer to the supplementary material for the proof of Eq. (6)
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Figure 2. The visual plots depicting the mean preservation and the
variations in standard deviations among HR-LR image pairs were
given in row 1 and row 2 respectively for scale factors 2, 3, and 4
(left to right).

known for the zero-shot ISR framework and only σo can be
known from the given LR image to compute the σf .

In our experiments, through empirical analysis, it was in-
ferred that the mean of the HR images was approximately
preserved while the Standard Deviation (SD) was always
slightly higher than the LR images. In our study, we con-
sidered datasets with three different types of degradations
i.e, MATLAB Bicubic downscaling (set5 [5], set14 [37],
BSD100 [24] datasets), Random Gaussian Kernel degrada-
tion followed by downsampling (DIV2KRK dataset [4]),
Real HR-LR image pair dataset captured by varying focal
lengths of the device (RealSR dataset [17]). The visual plots
with differences in mean and SD of HR-LR image pairs of
the RealSR, DIV2KRK, and BSD100 datasets were shown
in Fig. 22.

Therefore, we propose to model the SD of the HR images
as the zero mean Gaussian random perturbations around the
LR image SD values, i.e., we consider the σi = σo + δσ .
Thus, for the given LR image, the SD of its degradation
kernel, σf is calculated as shown in Eq. (5).

σf ≈ σo + δσ
σo 2

√
π

(5)

In this work, we generate the anisotropic Gaussian degra-
dation kernels K with dimensions 11 × 11, having SD σf

given by Eq. (5) and rotation angle θ ∈ U [0, π].

3.3. Linear Convolutional Neural Network (L-
CNN)

ISR is an ill-posed inverse problem for which a unique in-
verse will not exist. Computing a single-layer network to
learn the inverse of the degradation kernel cannot serve the
deblurring task’s objective. This is because a matrix/single
layer accepts only one set of parameters/global minima with

2Please refer to the supplementary material for the tabulated average
mean, and standard deviation of the HR and LR images present in the
benchmark image super-resolution datasets [5], [37], [24], [4], [17].

convex loss. Also, the K can usually be a low-rank ma-
trix. Further, it was empirically found that single-layer
architecture does not converge to the correct solution [7].
Whereas the multi-layered linear networks have many good
and equally valued local minima. This allows many valid
optimal solutions to the optimization objective in the form
of different factorizations of the same matrix [18], [30], [2].
Following these research results, we propose a multi-layer
Linear CNN (L-CNN) with no activations to learn the in-
verse degradation kernel, with the degradation kernels (K)
as its input. The proposed L-CNN is a computationally ef-
ficient architecture having a depth of five layers and a width
of 32 with 3× 3 filters across the depth. Here the L-CNN is
chosen to maintain the dimensions of the input throughout
the network i.e. the same output dimension at every layer.
Therefore, at the inference stage, L-CNN operates on blur
images to generate sharp images with fine details.
The general limitations of the networks that maintain the di-
mensions of the input at the output, like computational time,
complexity, and memory are because of operations in high
dimensional space. It is important to note that these limita-
tions are not valid in this work as the input to the CNN is
kernel K, a matrix of very small dimension (i.e., 11 × 11),
compared to very high dimensional or 3-D tensor input im-
ages, in practice. The learning and inference methodology
of the NSD-DIL model is depicted in Fig. 3.

3.3.1 Deep Restoration Kernel (DRK)

L-CNN with only convolution layers is proposed in the
interest of extracting the inverse degradation kernel K−1,
from the trained network, by convolving all the filters of L-
CNN sequentially with stride 1 with impulse as its input.
The extracted K−1 from the L-CNN is referred to as “Deep
Restoration Kernel (DRK)”, as the proposed ISR model is
a pre-upsampling based Network. The effective represen-
tation of the equivalent kernel K−1 from the L-CNN facil-
itates the application of the regularization constraints on it
easily. We note that this is the first DL-based work to learn
and extract explicit K−1 from the linear systems concepts
of the ISR problem. We also note that this DRK alone could
also be employed for the ISR task as per Eq. (2). The ISR
performance of DRK was compared to traditional decon-
volution methods like the Wiener filter and Moore-Penrose
Pseudo inverse. The results were tabulated in Table 4. The
visual depiction of the estimated degradation kernel K ex-
tracted DRK and the corresponding SR images for a few
sample LR images was given in Fig. 4.

3.4. Loss function - Deep Identity learning (DIL)

The L-CNN is trained with the DIL objective given in Eq.
(6).

Loss(L) = | K ∗K−1 − I |22 +R (6)
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Figure 3. The training and inference methodology of the proposed ISSR-DIL model.

Figure 4. The sample visual depictions of the corresponding esti-
mated K, DRK, and SR images using RealSR dataset.

Here, | K ∗K−1 − I |22 term ensures the identity relation
between the degradation and its inverse model and R is the
proposed regularization, defined in Eq. (7).

R = λ1 × Lpinv + λ2 × Lunity + λ3 × Lrs (7)

where,
(i) Lpinv = | K−1 − (MP PInv(K)) | ; encourages the
inverse kernel K−1 to be close to Moore-Penrose Pseudo
Inverse (MP PInv) [27] of K. The MP PInv is a substitute
for matrix inverse in cases where it does not exist and guides
the optimization by constraining the solution space in find-
ing K−1. Here, obtained K can be a singular matrix hence
MP PInv is used.
(ii) Lunity = | 1 −

∑
i,j K

−1
i,j |; encourages the sum of

kernel K−1 elements to be equal to 1 and constraints the
inverse degradation kernel space.
(iii) Lrs = | K−1−

(
K−1−min(K−1)

max(K−1)−min(K−1)

)
|; encourages

to have a good dynamic range in the model’s parameters.
Here λ1,2,3 are hyper-parameters.

Table 1. Computational complexity comparison with SotA ISR methods.

Method No.of parameters Inference time (min)
EDSR 2.98 M N.A.
ZSSR 0.29M >= 10

KernelGAN + ZSSR 0.151M + 0.29M >= 13
DBPI 0.5M 1

DualSR 0.45M 3.5
ISSR-DIL 0.0028M 0.16

DRK 0.00001M < 0.016

4. Experiments
In this section, the implementation details, ISR results,
comparisons, and the effect of the regularization term of the
proposed ISSR-DIL method were discussed.

4.1. Training setup

We trained the proposed L-CNN (refer Sec.3.3 for architec-
ture details of L-CNN) with the training objective given in
Eq. (6) and the input K was estimated from the given LR
image as discussed in Sec.3.2. The number of epochs was
50 and the learning rate was 0.1 with a step scheduler. The
Adam optimization was used, with β = 0.9. The values of
hyper-parameters used in the learning objective i.e, Eq. (7),
set empirically, are as follows, λ1 = 0.1, λ2 = 0.7, λ3 =
0.1. For K estimation, the range of δσ considered for Re-
alSR and DIV2KRK datasets was U [0.5, 1.5] and U [1, 3]
respectively3. The computational complexity of the ISSR-
DIL model was compared concerning SotA in Table 1.

4.2. Results

The super-resolution ability of our approach was evaluated
on the BISR benchmark datasets RealSR [6] and DIV2KRK
[4] for sf 2, sf 4. In the RealSR dataset [6], the LR-HR
image pairs are captured by adjusting the focal length of

3The code will be released soon publicly for reproducibility
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the camera device. While the DIV2KRK [4] dataset is de-
rived from the validation set of DIV2K [1] by convolving
with random anisotropic Gaussian kernels perturbed with
uniform multiplicative noise. In the above mentioned two
benchmark datasets, [4] and [6], the noise distribution and
the degradation kernel knowledge are completely unknown
and do not truly follow the well-known distribution like
Gaussian. For a fair comparison, we considered works like
KernelGAN [4], ZSSR [31], DBPI [19], and DualSR [13]
which consider single input LR image only for the ISR task
as in our experiments. The results on the two datasets Re-
alSR and DIV2KRK are outlined in Table 2. The qualitative
and quantitative results demonstrate the efficacy of the pro-
posed lightweight ISSR-DIL model across various sfs on
both synthetic and real datasets, with > 10 fold less mem-
ory and at least five times fewer time requirements com-
pared to SotA works.
In this work, the primary objective is not to identify an SR
image that agrees well with HR image in terms of the quan-
titative image intensity based evaluation metric like PSNR.
Rather, our objective is to generate SR images (i) that are
close to natural images, (ii) that have finer details than the
LR image, and (iii) qualitatively and quantitatively closer
to the real HR images. However, due to the ill-posed na-
ture of the ISR problem, one LR image can have multiple
corresponding HR images. The proposed approach super-
resolves the LR input image into one of the HR versions
of it, based on the input estimated degradation kernel con-
sidered in our training. However, in practice, for zero-shot
problem setting, the ground truth HR image is not avail-
able. The primary interest is to generate the HR version
of the given LR image close to the natural image statis-
tics. Hence we considered NIQE [26], a no-reference im-
age quality assessment metric with a high correlation to
human perception, to demonstrate the performance of our
proposed method. Besides, to assess the ability of the pro-
posed ISSR-DIL to restore the finer details during ISR pro-
cess, we employ SSIM, and for qualitative and quantitative
similarity with the HR image we provide the visual results
and PSNR values respectively. From Table 2, in the case
of our proposed method, it is worth noting that the supe-
rior NIQE score demonstrates the ability of our ISSR-DIL
model to generate natural images whereas the good SSIM
metric value, reflecting in better edge reconstruction in gen-
erated SR images. Since the proposed model did not train
on either LR or LR-HR image pair data, a relative decline in
reference-based metric (PSNR), at pixel level was observed
as expected. The important note is that the proposed model
did not produce artifacts in the generated super-resolved
output images, unlike the compeer, SotA works like [4],
[19]. The sample visual results were provided in Fig. 5.
In another set of experiments, two different cases were con-

sidered. In case-I, the estimated degradation kernel K was

combined with the non-blind ISR works like ZSSR [31],
USRNet [39] which consider K also as input along with in-
put LR image. In case-II, the K was estimated by the work
KernelGAN [4] and KMSR [40] and fed as input to the pro-
posed ISSR-DIL model. The results were tabulated in Table
3. These results indicate that the proposed approach is quite
generic as i) it has an edge over existing approaches in terms
of the kernel estimation (case-II results) and ii) the kernels
estimated by the existing SotA methods can also be em-
ployed through proposed DIL for effective SR task, despite
being a very lightweight model (case-I results).

Additionally, the comparison of ISR performance on
real captured LR images provided in Fig. 6, show-
cases that our method super-resolves with essential fine de-
tails, and without introducing artifacts, unlike its compeers.
Here, the noise distribution and the degradation kernel in-
formation are unknown. Thus our ISR method demonstrated
its generalizability without any knowledge of the corre-
sponding blur kernel, has no strict limitations on the blur
kernel estimation, and is also not restrictive to the assump-
tions considered in our degradation kernel estimation.
Furthermore, we observed the skewness of the uniform re-
gions, to measure the non-Gaussianity/asymmetry, in the
LR images from i) the synthetic dataset [4], ii) a real dataset
[6], and iii) from real captured LR image using an old smart-
phone camera (refer to Figure 6). Our experimental analy-
sis do confirm that i) the (background of the) LR images
are degraded not purely by a Gaussian distribution, and ii)
the proposed approach is robust to perform the ISR task for
more complex and real degradations than Gaussian. The
skewness measure along with the histogram depicting the
pixel distribution in the randomly selected uniform regions
of LR images are provided in the supplementary material.

4.3. DRK for ISSR

The extracted DRK from the L-CNN was evaluated for var-
ious sfs like ×2,×3 using the DIV2KRK dataset. In this
experiment, the given LR image is bicubically upsampled
to the desired sf and then convolved with the DRK to obtain
the super-resolved image output. The results were tabulated
in Table 4. From the experimental results, it was observed
that the ISR performance is not altered when the deep model
L-CNN is replaced by a matrix DRK and the L-CNN model
produced images that were more natural than DRK.

We also compared with the standard traditional decon-
volution method i.e., the Wiener filter, which also depends
only on the image statistics for degradation kernel estima-
tion. It was observed that the performance of the Wiener
filter is not robust across the dataset and demonstrated 50%
poor values in all three metrics. Further, the Wiener filter
requires an appropriately estimated K and estimated noise
additionally to perform better deconvolution operation. In
the case of the proposed model, a weak prior of the degra-
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Table 2. Comparison of ISR results on RealSR and DIV2KRK datasets in terms of NIQE↓/SSIM↑/PSNR↑ were given below. Here, the
red indicates the best score and the blue indicates the second-best score.

Test
Dataset

Scale Bicubic EDSR ZSSR
KernelGAN

+ ZSSR
DBPI DualSR Ours

RealSR
2 5.71/0.8736/30.27 5.43/0.8706/30.29 5.34/0.8786/ 30.56 6.22/ 0.8907/30.24 5.87/0.8226/27.83 4.97/0.8570/28.01 5.17/0.8890/27.33
4 6.11/0.7413/25.74 6.25/0.7449/ 25.98 5.35/0.7434/25.83 6.10/0.7243/24.09 5.73/0.6508/22.21 -/-/- 5.32/ 0.8058/24.64

DIV2KRK
2 5.26/0.7846/27.24 5.11/0.8034/29.17 4.70/0.7925/27.51 5.95/0.8379/28.24 5.19/ 0.8684/ 30.77 4.75/0.8538/29.38 4.45/0.8188/23.65
4 6.21/0.6478/23.89 6.43/0.6615/25.63 5.69/0.6550/24.05 5.92/0.6799/24.76 5.20/0.7368/ 26.86 -/-/- 4.97/ 0.7611/22.40

Figure 5. Qualitative results of different ISR methods.

Table 3. Robustness analysis of the proposed ISSR-DIL for sf
2 and sf 4 on DIV2KRK dataset for case I (ISSR-DIL on SotA
generated Ks) and case II (SotA ISRs on estimated image specific
K) as detailed in Sec. 4.2.

Method Scale factor NIQE SSIM PSNR

Case I
KernelGAN + ZSSR X2 5.95 0.8379 28.24

X4 5.92 0.6799 24.76

KernelGAN + USRNet X2 4.54 0.8281 24.18
X4 5.39 0.7060 20.16

KMSR + USRNet X2 4.83 0.8777 27.17
X4 6.33 0.7731 23.26

KernelGAN + ISSR-DIL X2 4.78 0.7610 22.06
X4 5.36 0.7416 21.52

KMSR + ISSR-DIL X2 4.55 0.7906 22.34
X4 5.11 0.7481 21.54

Case II
Our K + ZSSR X2 4.62 0.8843 27.43

X4 5.74 0.7872 24.02

Our K + USRNet X2 4.95 0.8020 23.78
X4 6.34 0.7510 22.26

Figure 6. Visual results for the cropped regions of a real captured
image using Samsung J7 Prime (13MP, f/1.9) for the SR sf 2.

Table 4. Comparison of the ISR performance of the pro-
posed NSSR-DIL, DRK, and the traditional deconvolution i.e.
Wiener filter, Moore-Penrose Pseudo inverse (MP-Pinv) methods
on DIV2KRK dataset using SSIM↑/PSNR↑ metrics.

Test dataset Scale
factor MP-Pinv Wiener filter NSSR-DIL

(Ours)
DRK

(Ours)

DIV2KRK x2 0.000036/-195.58 0.3442/14.50 0.8644/26.02 0.8736/26.54
x4 0.000076/-195.27 0.3609/15.35 0.8058/24.64 0.797/24.49

dation model is sufficient to have robust performance across
a wide range of degradations in the ISR task. In this exper-
iment, we considered the degradation kernels estimated by
the KernelGAN [4] as input to the Wiener filter.
Besides the Wiener filter, we also included MP-Pinv in our
comparisons. Unlike DRK i.e. a convolution inverse, MP-
Pinv is a replacement for the matrix inverse for the cases
where the inverse does not exist. Here, we computed the
MP-Pinv of the degradation kernels estimated by the Ker-
nelGAN [4] and performed the ISR task employing the MP-
Pinv. From the results, it is realized that the MP-Pinv was
not able to do the ISR task, and the proposed DRK-based
ISR outperforms the established matrix inverse technique
by many folds.

4.4. Ablation study

In this section, we discussed the effect of the proposed reg-
ularization term (R).
In the proposed learning objective (refer Eq. (6)), we in-
troduced three constraints through the regularization term
(R) (refer Eq. (7)) to obtain the appropriate inverse degra-
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dation model. The influence of each entity in the proposed
regularization term (R) is quantified and is presented in Ta-
ble 5 and qualitative results are presented in Fig.7. It was
observed that the presence of Lunity and Lrs in Eq. (7) fa-
cilitated the proposed ISR model to generate the SR images
with fine edge details. Hence, from the given LR image, to
generate the SR image containing the sharp edges and good
dynamic range, the regularization term R = Lunity + Lrs

is sufficient to include in the loss function given in Eq. (6).
Further, the terms Lpinv aided the ISSR-DIL model to pro-
duce smoother and more realistic SR images with greater
quality metrics.

Table 5. The effect of the proposed regularization term R on the
ISSR-DIL model’s performance with the RealSR dataset for sf 2.

Loss (L) NIQE↓ SSIM↑ PSNR↑
LI 6.50 0.2845 9.72

LI + λ1 × Lpinv 6.08 0.4684 12.37
LI + λ2 × Lunity 5.54 0.8652 26.14

LI + λ2 × Lunity + λ3 × Lrs 5.94 0.7911 20.82
LI + λ1 × Lpinv + λ2 × Lunity 5.54 0.8657 26.22

LI + λ1 × Lpinv + λ2 × Lunity + λ3 × Lrs 5.17 0.8890 27.33

Figure 7. Two SR image results and their corresponding DRKs
given by ISSR-DIL for L = LI + R & L = LI + Lunity + Lrs

using RealSR dataset images of sf 2.

5. Conclusion

We have established a new problem formulation in terms
of DIL for the ISR task and also proposed a computation-
ally efficient approach to carry out ISR for higher sfs. The
proposed ISSR-DIL is both memory and computationally
efficient with reliable performance, hence eligible for real-
time ISR tasks. The proposed method’s performance is
quite comparable to the SotA works, despite using only the
image-specific degradation kernel maps. Thus, this work
demonstrates tremendous hope for improving the ISR ca-
pability without the need for HR-LR image pair data. Our
ISSR-DIL method paves the path to have a deeper look into
the learning and understanding of the inverse degradation
kernel since the explicit representation of it in terms of DRK
is made possible.
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