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Abstract

This paper reviews the Challenge on Blind Enhancement
of Compressed Image at NTIRE 2024, which aims at en-
hancing the quality of JPEG images which are compressed
with unknown quality factor. The challenge requires that the
total size of codes and pre-trained model(s) cannot exceed
300 MB, since we encourage solutions for blind enhance-
ment with generalized models, instead of separately train-
ing several models for each quality factor. In this report,
we summarize the detailed settings of the challenge, the fi-
nal results, and the solutions proposed by the participants.
The challenge has 129 registered participants and received
13 valid submissions. Several teams (including all TOP 3
teams) have publicly released the codes (see Sec. 4). They
gauge the state-of-the-art of blind quality enhancement of
compressed image.

1. Introduction

Compression plays an important role in the efficient

transmission of images through the limited-bandwidth In-

ternet. However, image compression unavoidably leads to

compression artifacts, which can severely degrade the vi-

sual quality. Therefore, quality enhancement of compressed

image has become a popular research topic. This challenge

focuses on the scenario of the most commonly used image

compression standard JPEG, and aims at enhancing JPEG

*Ren Yang and Radu Timofte are the organizers of this challenge. Oth-

ers are participants to the challenge. This challenge is part of the NTIRE

2024 workshop: https://cvlai.net/ntire/2024.

images with unknown quality factor.

In the past decade, a great number of works were pro-

posed for the reduction of JPEG artifacts [11,12,15,35,48].

Among them, the FBCNN method [15] was proposed for

blind JPEG enhancement, i.e., improving the quality of

JPEG images at various unknown quality factors with one

model. Therefore, we use FBCNN as a baseline method.

In this challenge, we totally received 13 valid submissions,

in which 11 submissions achieve better performance com-

pared to FBCNN, gauging the state-of-the-art of blind com-

pressed image enhancement. Especially, the top 3 teams

have publicly released their codes and models, which makes

their solutions convincing and we believe they are beneficial

for academic research in the future. Please refer to the links

provided in Section 3.

This challenge is one of the NTIRE 2024 Workshop 1

associated challenges on: dense and non-homogeneous de-

hazing [2], night photography rendering [4], blind com-

pressed image enhancement [44], shadow removal [38],

efficient super resolution [33], image super resolution

(×4) [8], light field image super-resolution [41], stereo im-

age super-resolution [39], HR depth from images of specu-

lar and transparent surfaces [45], bracketing image restora-

tion and enhancement [49], portrait quality assessment [6],

quality assessment for AI-generated content [26], restore

any image model (RAIM) in the wild [24], RAW image

super-resolution [10], short-form UGC video quality as-

sessment [20], low light enhancement [27], and RAW burst

alignment and ISP challenge.

1https://cvlai.net/ntire/2024/
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Table 1. The final results of the challenge. We use FBCNN [15] as a baseline method.

Team PSNR (dB) Model (MB) Speed (s) Hardware Ensemble Extra training data

IMCL-BVQE 34.4749 270 51.89 Tesla V100 2×rotation, 2×models Flickr2K [36] and LSDIR [22]
PixelArtAI 34.3507 269 10 RTX 3090 4×flip See Sec. 4.2

Titans 34.3205 110 240 A100 2×flip, tiling Flickr2K [36] and LSDIR [22]
BinYCn 34.2403 39 162.94 RTX 4090 4×flip/rotation, tiling -

OldFe666 34.2316 63 520 A800 8×flip/rotation, tiling BSDS500 [3], Flickr2K [36], WED [30], HQ-50K [43]
FVL-T1 34.2181 104 25 A800 8×flip/rotation -

UCAS SCST 34.0993 269 72 A100 8×flip/rotation, tiling Flickr2K [36] and LSDIR [22]
SYU-HnVLab 33.9784 135 3.73 Tesla V100 8×flip/rotation -

VPEG 33.9645 185 2.3 RTX 3090 8×flip/rotation LSDIR [22]
Tempest 33.9388 122 4.5 RTX 3080 - LSDIR [22]

FlyingBunny 33.9241 275 14.2 RTX 4090 8×flip/rotation Flickr2K [36]
FBCNN [15] 33.6676 275

AIVerse 33.5772 274 2.5 RTX 3090Ti - -
Unicorns 33.1474 102 0.3 A100 - -

JPEG 31.2827

2. NTIRE 2024 Challenge
In this section, we introduce the detailed settings of the

challenge, including the datasets, the JPEG settings and the

regulations of the challenge.

2.1. Dataset

The DIV2K [1] dataset consists of 1,000 high-resolution

images with diverse contents. In this challenge, we use val-

idation (100 images) and test (100 images) sets of DIV2K

for validation and test, respectively. We provide the train-

ing set (800 images) of DIV2K as an example training set,

and the participants are allowed to employ more datasets

for training their models. The commonly used training sets

include Flickr2K [36] and LSDIR [22]. In addition, other

datasets are also used by a few teams.

During the development phase, the participants are not

allowed to use the LIVE1 dataset for training, since it is

used as a cross-validation set. We observed that the rank of

the top 4 teams is exactly the same when testing their codes

on LIVE1, validating the effectiveness, reproducibility, and

generalizability of the prize winners.

2.2. JPEG settings

In this challenge, we use the Pillow library in Python to

produce JPEG images, which are with random quality fac-

tor ranging from 10 to 70. The following shoes the Python

codes for compressing one image:

import PIL
from PIL import Image
from PIL.features import check feature
import random

assert(PIL. version =="10.0.1")
assert(Image.core.jpeglib version=="9.0")
assert not check feature("libjpeg turbo")

img = Image.open(’img.png’)

qf = random.randint(10, 71)

img.save(’img.jpg’, "JPEG", quality=qf)

2.3. Challenge regulations

This challenge encourages participants to propose over-

all solutions to the enhancement of blind compressed im-

ages, instead of training separate models to each quality

factor. Therefore, the challenge requires that the total size

of submitted codes and models cannot exceed 300 MB. Be-

sides, to ensure the fairness, the challenges requires the par-

ticipants to submit their codes and models before the test

phase begins, and the models are prohibited to be fine-tuned

or altered during the test phase.

3. Challenge results

The challenge results are shown in Table 1. As we

can see from Table 1, all methods proposed in this chal-

lenge achieves > 2 dB PSNR enhancement of the JPEG

inputs, and 11 out of the 13 teams achieve superior perfor-

mance than the baseline method FBCNN [15]. Besides, the

model sizes of all solutions are comparable or smaller than

FBCNN. Table 1 also shows that the self-ensemble strat-

egy [37] is widely used in the top teams, and 8 teams em-

ployed extra training data to boost the performance.

The IMCL-BVQE Team, PixelArtAI Team and Titans

Team rank first, second, and third, respectively. The

model sizes of IMCL-BVQE and PixelArtAI are compa-

rable, while PixelArtAI achieves a much faster inference

speed. Titans uses a smaller model, but their method works

with lower speed.

Note that the model size indicated the total size of codes

and model(s) submitted by each team before the test phase.

The running time is reported in the factsheet of each team.
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Figure 1. The PromptCIR approach [18] of IMCL-BVQE.

4. Teams and Methods

The codes of the TOP 3 teams are publicly released:

IMCL-BVQE: https://github.com/lbc12345/
PromptCIR-NTIRE24
PixelArtAI: https://github.com/zdyshine/
BasicSR-NTIRE2024-Compressed-Image
Titans: https://github.com/yasharora102/
UnifyFormer

Publicly released codes of other teams:

VPEG: https://github.com/sunny2109/SAFMN
AIVerse: https://github.com/sander-ali/
JPEG_Compression_Enhancement_RDAB

4.1. IMCL-BVQE Team

The IMCL-BVQE team proposed the PromptCIR ap-

proach [18], which implicitly perceives the quality factor

while restoring image details through prompt learning.

Following PromptIR [32], they design a U-shape like

network architecture for blind CIR, as illustrated in Fig. 1.

To better capture the local information for restoration, they

leverage overlapping cross-attention module and hybrid

attention mechanism [7] in the first two down-sampling

and up-sampling stages of PromptCIR. Transformer Block

[32,46] is utilized to capture global pixel relations in deeper

stages. Prompt is introduced in the up-sampling stages to

facilitate the restoration of images. Specifically, prompt will

first interact with image features to generate compression-

adaptive prompt features. Then, prompt features are con-

catenate with image features to further provide implicit but

flexible guidance for restoring images. To mitigate pro-

ducing suboptimal enhancement results due to the inter-

polation operation in the original prompt generation pro-

cess [32], they adopt a Flexible Prompt Generation Module

(FPGM) [19]. Compared with original design, FPGM has

fewer parameters while achieving higher performance.

The IMCL-BVQE team adopts two-stage training strat-

egy to optimize our model. In the pre-training stage, apart

from provided training images, they generate compressed

images with 7 quality factors [10,20,30,40,50,60,70] for

Flickr2K [36] and LSDIR [22] to enrich the training

datasets. The training images are paired-cropped into 128×
128 patches, and augmented by random horizontal flips,

vertical flips and rotations. The AdamW optimizer is used

to optimize the model parameters with an initial learning

rate of 2×10−4. A Cosine Annealing [28] scheduler is em-

ployed to decay the learning rate, with the total number of

iterations set to 800k.

In the fine-tuning stage, they optimize our model using

compressed image pairs generated online with randomly se-

lected quality factors in range [10, 70]. The initial learning

rate is set to 1e-4, and the total number of iterations is set to

600k. To further boost the performance, they increase the

patch size to 192 to tune the model parameters for another

200k iterations with a fixed learning rate of 1× 10−5.

4.2. PixelArtAI Team

The PixelArtAI team proposes a blind JPEG artifacts re-

moval method via enhanced Swin-Conv-UNet, which is de-

veloped based on SCUNet [47] with several modifications

to enhance the model’s performance while maintaining a

maximum model size of 300 MB.

Firstly, they increased the number of channels in the

model from [64, 128, 256, 512] to [96, 192, 384, 768]. Sec-

ondly, they increased the number of downsampling and up-

sampling modules in the model. This changes in SCUNet

allows the model to capture more features and details in the

input data. By increasing the model parameters, the model

has gained stronger learning capabilities. Compared to the

baseline, the performance metrics have been significantly

improved.

The PixelArtAI team uses DIV2K [1] and Flickr2K [1],

DIV8K [13], LSDIR [22], Unsplash2K, nomos8k and

nomosuni as training data. The training data is degraded

online (i.e. random JPEG compression). The input image

size is 128× 128× 3, the batch size is 16. Adam optimizer

with the initial learning rate set to 0.001. The training is

divided into two stages: First, the learning rate is 1× 10−4

and the loss is L1. This stage is trained for 60k iterations.

Second, only the PSNR Loss is calculated, and the input

image size is 256 × 256 × 3, the initial learning rate set to

0.0002,and is halved by 20k iterations.

4.3. Titans Team

The Titans team introduces UnifyFormer, based on re-

cently proposed Restormer [46]. Over the base architecture,

they proposed to improve over the self-attention module by

capturing global and local context information which fur-

thermore shows significant results on blind image compres-

sion task.

Instead of a single convolution, they use multiple convo-

lution and activations as the Patch Embedding block. This

early visual processing is a crucial design choice that strikes
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Figure 2. Framework of the Unifyformer method of Titans.

a balance between (hard) inductive biases and the repre-

sentation learning ability of transformer blocks. Central to

our approach is the integration of an innovative component

known as UnifyBlock, which seamlessly enhances the

performance of the overall transformer-based network. This

section delves into the details of UnifyFormer’s operation,

emphasizing the UnifyBlocks’ architecture and their role in

optimizing the overall performance of the framework.

4.3.1 General method description

Overall pipeline. Fig. 2 presents the overall pipeline of

our UnifyFormer architecture. UnifyFormer is designed to

operate on low-quality compressed input images, extract-

ing and refining features to reconstruct high-quality coun-

terparts. Initially, the input image I ∈ R
H×W×3 under-

goes multiple convolutions to obtain low-level feature em-

beddings. These embeddings are then processed through an

encoder-decoder structure, which consists of our novel Uni-

fyBlocks. The key innovation lies in these blocks, which are

strategically placed to enhance the model’s attention mech-

anism, ensuring a superior balance between global and local

information processing.

In the proposed UnifyFormer, the core components are:

(a) Unify Attention (UA), (b) Channel Attention (CA) and

(c) Feed-Forward Network (FFN).

To harness the full potential of Unify Attention, the

Titans team strategically sequences its operation with the

Channel Attention and Feed-Forward Network components

from Restormer. This integration is pivotal, as it combines

the strengths of each component to achieve a nuanced amal-

gamation of spatial and channel-wise analysis. The two at-

tention blocks complement each other as CA focuses on the

inter dependencies between channels, while UA enhances

local and global context awareness. Simultaneously, FFN

further refines the feature representations of CA and UA by

leveraging its gating mechanism, emphasizing spatial con-

text and thus, enhancing the restoration quality of intricate

image details.

Unify Attention The architecture of Unify Attention

is what distinguishes UnifyFormer from traditional ap-

proaches. Unify Attention consists of several operations

tailored to optimize the compression and subsequent recon-

struction of images:

Token Segmentation and Unification: The first step in-

volves segmenting the spatial tokens and then applying a

unification operation. This operation transforms individual

token features into unified group representations, or ”unify

proxies,” using depth-wise convolutions of varied kernel

sizes. This process is designed to capture diverse local pat-

terns within each group, effectively encoding more infor-

mation into these unified representations.

Modified Attention Mechanism: Unlike standard self-

attention that processes queries (Q), keys (K), and values

(V) at the individual token level, our approach modifies

these components to integrate the unify proxies. This mod-

ification facilitates a more nuanced, group-wise attention,

enabling the model to understand and preserve complex pat-

terns and textures in the image more effectively.

Global and Local Context Integration: After the atten-

tion phase, the model recombines the unify proxies with the

original token features. This critical step ensures that both

detailed local information and broader contextual insights

are maintained and enhanced. This integration is pivotal

for recovering intricate details in the image during the de-

compression phase, leading to higher fidelity in the recon-

structed HR images.

The inclusion of Unify Attention within the encoder-

decoder framework markedly improves the model’s abil-

ity to enhance and reconstruct images. By emphasizing

both global context and local detail, UnifyFormer preserves

essential image content through the compression process.

Subsequent stages leverages the enriched feature set, lead-

ing to the production of a residual image R, which, when

added to the initial degraded input, yields the restored HR

image Î = I +R.

Channel Attention Introduced in [46], CA has linear

complexity. The key ingredient is to apply SA across chan-

nels rather than the spatial dimension, i.e., to compute

cross-covariance across channels to generate an attention

map encoding the non-local context implicitly. Also the

depth-wise convolutions emphasize on the local context be-

fore computing feature covariance to produce the global at-

tention map.

Feed-Forward Network Followed by each UA and CA

is the FFN component. This further processes the informa-

tion, utilizing a gating mechanism to enhance information
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Figure 3. Illustration of the GRL-CIC proposed by BinYCn.

flow and focus on spatial context. This is crucial for cap-

turing and refining local image details, setting the stage for

effective restoration.

4.3.2 Training strategy

The Titans team perform progressive learning where the

network is trained on smaller image patches in the early

epochs and on gradually larger patches in the later training

epochs. The model trained on mixed-size patches via pro-

gressive learning shows enhanced performance at test time

where images can be of different resolutions (a common

case in image restoration). The model is trained on the pro-

vided 800 training images of the DIV2K dataset [1], 2,650

images of the Flickr dataset [36] and 80,000 images of the

LSDIR dataset [22].

In all experiments, the following training parameters are

used. From level-1 to level-4, the number of Transformer

blocks are [2, 3, 3, 4], attention heads in UA and CA are

[1, 2, 4, 8], and number of channels are [48, 96, 192, 384].

The refinement stage contains 4 blocks. The channel ex-

pansion factor in FFN is γ=2.66. They train the model

with AdamW optimizer (β1=0.9, β2=0.999, weight decay

1e−4) and L1 loss for 300K iterations with the initial learn-

ing rate 3e−4 gradually reduced to 1e−6 with the Cosine

Annealing scheme [28].

For progressive learning, they start training with patch

size 128×128 and batch size 64. The patch size and batch

size pairs are updated to [(1282,48), (1602,32), (1922,16),

(2242,16)] at iterations [100K, 170K, 220K, 260K]. For

data augmentation, the horizontal and vertical flips are used.

4.4. BinYCn Team

The BinYCn team adopts an image restoration network

architecture (GRL-CLC) based on the GRL Transformer

[21] and propose a compression information control strat-

Figure 4. Illustration of the CIC proposed by BinYCn.

egy to estimate the compression quality factor. As illus-

trated in Fig. 3, the network comprises two main branches:

the Transformer branch and the Compression Information

Controller (CIC). The Transformer branch consists of a

feature extraction layer, GRL Transformer, and an image

reconstruction module. The GRL Transformer possesses

global, regional, and local range image modeling capabil-

ities, enhancing convolution by parallel computation of an-

chor stripe attention, window attention, and channel atten-

tion. This achieves a balanced modeling of image lay-

ers, balancing computational complexity and global depen-

dency modeling capability. The CIC is used to enhance the

adaptive ability of compression artifact removal. Only a rel-

atively small prediction branch is added, and the decoder

shares parameters for QF estimation and image reconstruc-

tion, accelerating the convergence of QF prediction. As

shown in Fig. 4, QE is used as additional input to gener-

ate gate weights. Then, gate weights are used to rescale

feature maps according to different QFs, providing more

compression-related information.

During the training phase, the BinYCn team randomly

cropped 288× 288 smaller patches from the processed HR

images to serve as the ground truth during the network train-

ing process. Subsequently, each of these smaller patches

was subjected to JPEG compression to act as the input for

the network, with the compression quality factors varying

from 10 to 70.

Loss function:

Ltotal = L1(Pred, Y ) + λL1(Predq, Q) (1)

where L1 denotes the mean absolute error, with Pred and

Y representing the predicted and ground truth images, re-

spectively. Additionally, Predq and Q orrespond to the

predicted and actual compression quality factors. The pa-
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rameter λ denotes the loss weight used to balance the influ-

ence between the two terms. The model are optimized by

the AdamW with β1 = 0.9 and β2 = 0.999 with weight de-

cay 1× 10−8 by default. The initial learning rate was set to

1×10−4, and multi step was chosen as the learning scheme.

4.5. OldFe666 Team

The OldFe666 team adopts ART as an one-stage network

for this image restoration task. During the training phase,

they use 800 images in training data of DIV2K [1], 200

images in training data of BSDS500 [3], 2650 images of

Flickr2K [36] and 4744 images of WED [30] as the training

datasets in the first 300k iterations and add other 4000 im-

ages from HQ-50K [43] into training data in the rest 100k

iterations. In the first 300k iterations, to generally learn

from compression degradation with diverse QFs, they use

the images in training datasets degraded by JPEG compres-

sion with random QFs ranging from 5 to 95 to finetuned the

ART model, whose parameters are initialized as the ART

official weights on image super-resolution task. And the

patchsize and batchsize of input images are set as 126 and

2 respectively, the initial learning rate is 2e-4. While in the

rest 100k iterations, they continue to use the compressed

images with QFs ranging from 10 to 70 to train the model.

The patchsize and batchsize are set as 256 and 1, and the

learning rate gets started as 8 × 10−5. They apply com-

mon data augment strategy for improvement, which con-

tains flipping and rotation.

During the testing phase, to reduce the potential loss

from improper patchsizes, they use the multi-patchsize and

self-ensemble strategies at the same time to improve the ef-

fectiveness. The patchsizes are set as 288, 320, and 352.

4.6. FVL-T1 Team

The FVL-T1 team proposes Quality Factor predictor to

produce the corresponding QF value of the input, and then

inject it into the modified Restormer [46]. The QF Attention

Block is added to the original Restormer, to inject the pre-

dicted QF values into the extracted features by modulation.

During the training phase, they first train the designed Qual-

ity Factor Predictor to precisely predict the exact QF value

of each compressed image. Then they fix the QF predictor

and train Restormer-QF with the predicted QF values.

4.7. UCAS SCST Team

Transformer-based methods have achieved impressive

success in image restoration and enhancement tasks. In-

spired by HAT [7], which is an effective Transformer image

super-resolution model, the UCAS SCST team proposes a

Transformer image enhancement model, namely High Fre-

quency Transformer (HFT). Based on HAT [7], they re-

moved the super-resolution up-sampling module and incor-

porate high frequency loss to reduce the compression ar-

tifacts. Specifically, they constrained the residuals after

Gaussian blurring and images in frequency domain obtained

by Discrete Cosine Transform (DCT). Therefore, HFT is

more robust to blind JPEG compressed images and recon-

structs more high-frequency details.

They utilize the provided DIV2K dataset, additional

Flickr2K and LSDIR datasets as training data. At the same

time, they employ the rotating and flipping strategies to en-

hance the above images. To improve the robustness of the

model, they add random level JPEG noise. The Adam op-

timizer (β1 = 0.9, β2 = 0.99) is used for 350 iterations on

8 NVIDIA A100 GPUs. The training batch size is set to 8

and the patch size is 64 × 64. With the input of 64 × 64

× 3, the parameters number of HFT is 33.86 M. During the

inference phase, they adopt the tile model due to the limited

GPU memory. They also apply the self-ensemble strategy

to improve the performance.

4.8. SYU-HnVLab Team

The SYU-HnVLab Team participated in this challenge

by utilizing the FFTformer [?], a module that inversely ex-

ploits the JPEG compression process. Additionally, they

proposed a module for estimating the JPEG compression’s

Quality Factor (QF) to achieve further performance im-

provements.

The application of FFTformer to this competition, fo-

cused on JPEG compressed image enhancement, is inher-

ently justified by the core principles underlying both the

JPEG compression method and the novel components in-

troduced in FFTformer. JPEG compression, a widely uti-

lized image compression technique, operates by transform-

ing spatial domain information into the frequency domain,

selectively quantizing this frequency domain data to re-

duce file size while attempting to maintain perceptual qual-

ity. This process inherently prioritizes certain frequency

components over others, often leading to the loss of high-

frequency details which are crucial for image sharpness and

clarity.

To address the challenge of the blindness to the com-

pression quality factor, the SYU-HnVLab team proposes

a quality factor estimation module (QFEM). This module

functions as a branch that stems from the first level of fea-

tures in the encoder of the IEM. It is specifically designed

to estimate the quality factor based on these initial feature

extractions. By incorporating an additional loss calculation

related to the quality factor, the module effectively acts like

an auxiliary guide. This innovative approach allows for a

more nuanced understanding and handling of the compres-

sion quality factor during the image enhancement process,

significantly improving the model’s ability to restore JPEG

compressed images with high fidelity and detail.

Prior to training, all images were cropped into patches of

480 × 480 with a stride of 240, and these data were used

6529



C
on

v 
3

3

Pi
xe

l 
U

ns
hu

ffl
e

R
FM

B

R
FM

B

R
FM

B

R
FM

B

R
FM

B

R
FM

B

C
on

v 
3

3

Pi
xe

l 
Sh

uf
fle

C
on

v 
3

3

R
FM

B

R
FM

B

FM
M

FM
M

FM
M

FM
M

FM
M

FM
M

C
on

v 
3

3

Residual Feature Mixing Block Feature Mixing Module

La
ye

rN
or

m

SA
FM

La
ye

rN
or

m

C
C

M

Feature Extraction Reconstruction

Figure 5. Overview of the model proposed by VPEG.

for training. During training, patches of 480 were randomly

cropped again into smaller sizes of 192× 192 for the train-

ing process. Additionally, images undergo random flipping

and rotation with a probability of 0.5 as part of the data aug-

mentation strategy.

The training employs the AdamW optimizer [29], start-

ing with an initial learning rate of 1e−3. This rate gradually

decreases to a minimum of 1e−7, following a consine an-

nealing scheduler [28]. The goal is to complete a total of

300,000 iterations, utilizing L1 loss and FFT loss as the pri-

mary loss functions. FFT loss is given a weight of 0.1. For

the estimation of the quality factor, L1 loss is used, with a

loss weight set to 0.5.

The dimension of the blocks within the network is con-

figured to 48. The architecture specifies the number of en-

coding and decoding stages at each level, arranged as [4,

4, 8]. This structured approach to image cropping, coupled

with a comprehensive training strategy, aims to optimize the

model’s performance for image restoration tasks.

4.9. VPEG Team

The VPEG team proposes a CNN-based deep model

with spatially-adaptive feature modulation mechanism [34]

for blind compressed image enhancement. As shown in

Fig. 5, the proposed model consists of the following parts:

a stacking of residual feature mixing blocks (RFMBs) and a

reconstruction layer. Given a compressed image, the input

resolution is first reduced using the PixelUnshuffle opera-

tion, and a 3×3 convolutional layer is used to transform the

downsampled input into feature space and generate shal-

low features. The extracted shallow features are then pro-

cessed by multiple stacked RFMBs, one of which contains

6 feature mixing modules and a 3 × 3 convolutional layer.

Each feature mixing module has a spatially-adaptive feature

modulation (SAFM) sub-layer and a convolutional chan-

nel mixer (CCM). To recover high-quality image, a global

residual connection is further introduced to facilitate the

model to learn high-frequency details, and a reconstruction

layer is utilized to transform the extracted features to the

target image.

In terms of training, LSDIR [22] training set is used, and
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Figure 6. Framework of the model proposed by Tempest.

the size of cropped input patch is set to 192×192. Random

horizontal flip, vertical flip, and rotation are introduced into

the data augmentation during training. The proposed model

consists of 8 RFMBs, and the number of channels is set

to 128. Adam optimizer with β1 = 0.9, β2 = 0.999 and

ε = 10−8 is used. The batch size is set to 16. The ini-

tial learning rate is set to 3 × 10−4 and the minimum one

to 1 × 10−7, which is updated by the Cosine Annealing

scheme [28]. The total number of iterations is 500 000. In

the training process, the loss function is the combination of

L1 loss and Fourier based frequency loss [9].

4.10. Tempest Team

The Tempest team proposes a hierarchical non-local en-

hance network for blind image compression. Specifically,

for JPEG block-based compressed images, they propose a

non-local, hierarchical enhancement method. The overall

framework, as illustrated in Fig. ??, involves global and lo-

cal Quality Factor (QF) estimation and embedding at four

different scales during the encoding process. The global

QF for all scales is averaged to obtain the final predicted

QF (QF posterior). Subsequently, attention is applied be-

tween the local QF embedding and the global QF embed-

ding, followed by an update to the local QF embedding.

Finally, mapping of both global and local QF embeddings

yields global and local QF offsets. During the decoding pro-

cess, the QF offsets, along with skip connections, are used

for hierarchical enhancement at various scales, ultimately

producing the enhanced image.

The training dataset was augmented using the LS-

DIR [22] dataset. They encoded the ground truth images

using JPEG compression with ten arbitrary Quality Factors

(QFs) within the range of [10, 70], thereby generating low-

quality compressed images. The model underwent a total

of 800K training iterations on four NVIDIA 3080 GPUs

with batch size 16 on each GPU. The initial 300K itera-

tions utilized the DIV2K training set released for the com-
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Figure 7. Framework of the model proposed by FlyingBunny.

petition, with a learning rate of 2 × 10−4. For the sub-

sequent iterations, the LSDIR dataset was employed, with

the learning rate being reduced to one-fifth every 100K it-

erations. An Adam optimizer was used for optimization.

Similar to the baseline method [15], L1 loss was applied to

constrain the Quality Factor (QF) posterior and QF prior,

while L2 loss was utilized to constrain the fidelity of the re-

constructed images to their ground truth, and the trade off

parametr λ = 0.001.

4.11. FlyingBunny Team

The FlyingBunny team uses a UNet-based network for

blind compressed image restoration. They additionally use

MLP to extract additional features from CNN-Encoder and

feed the features to CNN-Decoder. The architecture is very

similar to FBCNN. The difference to FBCNN is that (1) the

loss function of quality factor in FBCNN is removed be-

cause it was mainly used to adjust the results. (2) batch

normalization is added to make the results better. (3) self-

ensemble is used in test phase to further improve the perfor-

mance. The proposed architecture is shown in Fig. 7.

4.12. AIVerse Team

The proposed method by team AIVerse is named as

Progressive Residual Dense Attention Block (RDAB) for

Compressed Image Enhancement. They build the network

around the Retinex theory suggesting that the connection

between the compressed image and the enhanced image can

be represented by y = x ⊗ z, where y represents the com-

pressed images, x represents the quality factor component

and z represents the desired enhanced image, respectively.

The proposed method is inspired by the studies [14, 25, 31]

that learn the parameters to enhance the image by introduc-

ing mapping with residual term represented by ut using pa-

rameters ϑ at each stage t to improve the task modeling

with progressive perspective. They use the residual rep-

resentation due to its steadiness and better performance as

suggested in [25, 40]. The calibration module takes into ac-

count the compressed image and extracts the calibrated map

s, which presents the difference between the ground truth

and the compressed image in each stage. The notation vt

refers to the input that is converted at each stage parameter-

ized by the RDAB blocks using the learnable parameter θ.

It is hypothesized that the calibration module learns to en-

hance the image gradually with each passing stage. The loss

functions that helps in enlarging the capacity of the network

and maintaining the pixel-wise consistency is used. During

the learning phase, each output is designed to produce a

result that is close to the desired output. The subsequent

may produce the same results as the first block or may be

very close results to the first block, thus the inference stage

only need one block to provide accelerated inference. They

use the spatial attention block and the residual dense block

for extracting the representations. The SAB is composed of

Convolutional layer and rectified linear units (ReLU) blocks

followed by the concatenation. They use eight blocks of the

pair followed by global average pooling, ReLU, global max

pooling and Sigmoid function. The structure of the resid-

ual dense attention block (RDAB) is composed of dilated

convolution, ReLU, Concatenation, and channel attention

blocks from their previous method that is proposed for im-

age denoising approach in NTIRE 2023 report [23].

The model is trained on the training dataset available

from competition website. For the training process, they

used ADAM optimizer [16] with the default parameters and

the epsilon value set to 10−9. The size of the minibatch

was set to 8 and the learning rate was initialized to be 10−3
with decaying rate of 10−7 after every 100 epochs. They

trained the network for 1K epochs. For the residual connec-

tion Hϑ, they use the setting of three convolutional blocks

paired with ReLU layer with the channel size of 3.

4.13. Unicorns Team

The Unicorns team developed a novel transformer-based

deep network to learn decompress details from a com-

pressed image, as shown in Fig. ??. The architecture com-

prises two separate encoder-decoder blocks (EDB) and a

multi-head correlation block (MHCB) to produce plausi-

ble images. Illumination mapping is leveraged from the

well-known Retinex theory [17] to accelerate the recon-

struction performance. They deeply examined the practi-

cability of illumination mapping in generic image restora-

tion techniques such as image decompression. Hence, in

the first half of the architecture, the state-of-the-art low-

light enhancement method, Retinexformer [5], is incorpo-

rated. In shadow removal, Retinexformer can outperform

well-known image restoration methods like Uformer [42],

Restormer [46], etc. However, like other restoration mod-

els, Retinexformer failed to recover the salient details in

spatially complex regions. To address this limitation, they

proposed to utilize an MHCB, followed by another EDB in

our architecture. They leverage the correlated features with
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intermediate output in the second EDB to perceive better

restoration results. In addition to that, they utilized a per-

ceptual loss, including luminance-chrominance guidance,

to address the color inconsistency.

The training phase consisted of feeding the JPEG in-

put images and calculating the loss between the JPEG and

the corresponding ground-truth image. The training under-

went using only the dataset from NTIRE competition. Each

dataset image was cropped and the cropped region was used

for model training for better spatial results. The model was

optimized with an Adam optimizer, whose hyperparameters

were tuned as β1 = 0.9, β2 = 0.99, for 65k steps with a

constant learning rate of 1× 10−4.
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