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Figure 1. Our work analyzes the potential of reusing state-of-the-art stereo-matching algorithms to achieve ultra-wide depth perception.

Abstract

Stereo cameras leveraging two-view geometry have pre-
dominantly focused on narrow field-of-view rectified stereo
using the pinhole camera model. This research trend over-
looks the complexities and potential of wide-angle stereo
systems, which necessitate the use of wide-angle fisheye op-
tics that can not be well approximated by pinhole camera
model. Consequently, a lack of standardized form leads
researchers to explore various strategies. Currently, a di-
chotomy exists between utilizing raw images directly or
rectifying them. Wide-angle stereo rectification opens the
potential to reuse the latest state-of-the-art (SOTA) algo-
rithms designed for pinhole rectified stereo as a black box.
However, rectification comes at the cost of severe distor-
tions throughout the image and non-linear triangulation of
3D structure. The literature currently lacks a thorough ex-
amination of the implications of these distortions and the
impact of applying the latest SOTA algorithms to stereo-
rectified wide-angle images. Our work addresses this gap
by conducting an exhaustive analysis of the wide-angle rec-
tified stereo framework, delivering concrete recommenda-
tions for developing accurate wide-angle stereo systems.

1. Introduction

Stereo cameras are a popular research topic for estimating
the structure of the environment. The traditional setup
involves two images captured at slightly different locations,
inducing visual parallax, where the same point in 3D is
projected to a slightly different position in the images.
The task of estimating the structure of the environment is
analogous to estimating a pixel-wise displacement, also
referred to as a disparity map.
Earlier works such as SGM [11] and ELLAS [7] have relied
on traditional methods and achieved remarkable success but
struggle with occlusions and texture-less regions. Recently,
deep learning-based methods have become dominant in
the field, predominantly utilizing the RAFT architecture
[30]. These approaches have produced algorithms for
estimating disparity that are not only highly accurate
but also demonstrate robustness when dealing with thin
structures, occlusions and texture-less surfaces.
Despite the maturity of the field and strong momentum
on popular benchmarks [28][21], there is a fundamental
limitation. The primary assumption is the form of rectified
stereo using perspective images, which are fundamentally
limited by the field-of-view (FOV) they can effectively
represent. At wide angles approaching 180◦, the repre-
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sentation becomes inefficient causing, compression in the
middle and stretching around the sides.
One solution is to utilize optics better suited for efficiently
representing a wide FOV, such as fish-eye, which can
capture even up to 220◦ FOV. However, the non-linear
projection model causes the epipolar lines to no longer
project into straight lines, greatly complicating the design
of correspondence search algorithms and prohibiting the
direct re-use of advanced disparity estimation algorithms
designed for rectified stereo as a black box.

Non-linearity introduces distortions generally con-
sidered problematic, motivating various methods to
combat their effects. These include searching in raw
images directly along the curved epipolar lines [23][25],
plane/sphere sweeping [9][22] or designing custom repre-
sentations which minimize local distortions [12].
The additional complexity introduced by more complicated
problem formulation has compromised the quality of the
corresponding finding robustness, falling behind methods
from the rectified stereo state-of-the-art. Even the most
recent methods still use block matching to compute corre-
spondences, resulting in considerable speckling [12].
An alternative method involves adjusting wide-angle
images to align the epipolar lines with the image rows,
allowing for re-using advanced rectified stereo-matching
algorithms. However, the wide-angle stereo rectification
comes at the cost of non-homogenous resampling of the
source image, resulting in varying image quality and
localized distortions.

Reusing state-of-the-art stereo-matching algorithms for
wide-angle stereoscopic distance estimation is a greatly
under-studied problem. Schneider [29] has analyzed the ef-
fects of triangulation on local distance estimation accuracy
but only used a simplified one-dimensional model relative
to the incident angle. Beekmans [2] has assessed the ac-
curacy of estimating distances in relation to a flat surface;
however, this approach does not represent an omnidirec-
tional perception framework.
However, the error propagation from disparity to distance
estimates is only one aspect to consider. No work currently
analyzes the interaction between wide-angle rectified im-
ages and state-of-the-art algorithms designed for perspec-
tive images.
We introduce a detailed analysis providing insight into
reusing state-of-the-art stereo-matching algorithms with
wide-angle rectified images. First, we tackle the error prop-
agation using a model which better represents omnidirec-
tional paradigm. Second, we conduct a comprehensive
analysis of the effects of local distortions on the matching
ability, and consequent distance estimates. The contribu-
tion of distortions are impossible to measure on existing

datasets because it is impossible to separate the effects of
scene variation and localized distortions. For that reason,
we generate a unique dataset where the same scene is prop-
agated throughout the whole image plane, providing scene-
invariant localized analysis directly measuring the contribu-
tion of the distortion.
We evaluate 6 popular stereo-matching algorithms, from
traditional to the latest state-of-the-art. Our work presents a
necessary baseline for any researchers interested in obtain-
ing omnidirectional distance estimations while benefiting
from reusing state-of-the-art stereo-matching algorithms.

2. Related Work
2.1. Rectified stereo disparity estimation

The disparity estimation for rectified stereo is a long-
standing problem in computer vision. The objective is to
find a match for every pixel in the left image by search-
ing along the same row in the right image. Traditionally,
disparity estimation would be formulated as an optimiza-
tion problem with several stages, such as cost computation,
aggregation, refinement of the disparity [11] [37] and post-
processing [27]. The fundamental limitation of the early
methods was the handcrafted nature of the algorithms, suf-
fering from false matches and the inability to deal with low-
textured areas[39]. The earliest end-to-end deep learning
approach by Mayer [19] has been based on the Flownet ar-
chitecture for optical flow [4]. One of the most impactful
ideas was the work of Lipson [18], who introduced an it-
erative refinement of the disparity maps simultaneously at
multiple scales, also based on prior work on optical flow
[30]. Since then, researchers have continued building on
the iterative approaches with works such as DLNR [38] and
IGEV-Stereo [36]. The most recent advancements is the
utilization of the transformer models, such STTR [16] and
Croco-Stereo [33].

2.2. Wide angle rectified stereo research

Abraham [1] initially developed the concept of fisheye
stereo rectification, which involved calibrating a stereo pair
and creating a virtual pair that follows epipolar constraints
with equidistant sampling. They noted distortion near the
poles in comparison to the raw image and suspected it could
cause problems but lacked concrete evidence. Ohashi [24]
conducted a study comparing pinhole and equirectangular
projections to determine which was more suitable. Krom-
bach [15] also explored equirectangular rectification and as-
sessed different stereo-matching algorithms, but only tra-
ditional methods. Blaser [3] used Abraham’s rectification
approach for 360◦ urban scene reconstruction. The ac-
curacy assessment was limited to comparisons with real
objects of known geometry without measuring accuracy
across different image areas. Schneider [29] conducted a

1336



thorough evaluation of wide-angle stereo and its compati-
bility with standard stereo-matching algorithms, emphasiz-
ing the challenges in fisheye lens modelling. Beekmans [2]
employed fisheye cameras for cloud distance measurement
using equidistant projection. They analyzed distance vari-
ance but only in relation to a plane, a method we deem inad-
equate for omnidirectional distance estimation. Wang [32]
has utilized two vertically omnidirectional cameras and de-
signed a custom stereo-matching algorithm. Gao [6] has
used two 245◦ cameras mounted opposite each other with
a 65◦ overlap within which they used pinhole rectification.
The most recent work by Xie [35] has deconstructed four
wide-angle cameras into eight virtual pinhole images form-
ing four rectified stereo pairs. While wide-angle stereo rec-
tification is a recognized method, there currently does not
exist any comprehensive analysis determining compatibility
with the latest state-of-the-art stereo-matching algorithms.

2.3. Wide angle unrectified stereo research

The constraints on the FOV of the pinhole camera projec-
tion have led researchers to design rectification-less stereo-
matching algorithms aiming to preserve the sensor-level im-
age quality. However, this comes at the cost of searching
for matches along epipolar lines, which no longer project to
straight lines or utilising plane/sphere sweeping methods.
Moreau [23] reconstructs a sparse pointcloud of the envi-
ronment by utilising traditional feature matching on raw
images by searching along curved epipolar lines. Hane
[9] has reformulated the plane sweeping implementation,
which works directly on non-rectified fisheye images. This
approach can produce semi-dense depth maps. Roxas [25]
has adopted the variational approach to work on raw fisheye
images by searching along epipolar lines created by gener-
ating a trajectory field. Won [34] utilised a sphere-sphere-
sweeping algorithm for a wide-baseline stereo mounted on
a vehicle. Meuleman [22] has created a custom implemen-
tation of sphere-sweeping stereo with a fast inter-scale bilat-
eral cost volume filtering, which improves performance in
textureless regions. Kang [12] has implemented a stereo-
matching paradigm for omnidirectional cameras by sub-
dividing the camera space into a spherical geodesic grid.
A traditional block-matching procedure was then imple-
mented to work directly on the grid.

3. The projective geometry of wide-angle
stereo-rectified images

stereo-matching algorithms provide disparity measure-
ments relative to the reference frame of the stereo-rectified
image plane. To align the epipolar lines with the rows of
the image, the pixels need to have associated rays which are
co-planar with the epipolar plane. The choice of angular
sampling between the rays of pixels within the row and the
angular sampling between the epipolar planes determines

the relationship of disparity to the distance estimates. In
perspective sampling, the inherent linearity guarantees that
a given disparity yields a consistent depth estimate across
the entire rectified image plane, though this comes at the
expense of a reduced FOV. To address the limitation, we
will utilize equidistant sampling instead as in [1]. As a con-
sequence, the relationship between the estimated disparities
and distances will be non-linear and while producing visual
distortions, both of which are challenging the assumptions
made in designing common dense stereo methods. There-
fore, our analysis will focus on these two elements. Firstly,
we introduce necessary equations in section 3.1 and 3.2.
Section 3.4 examines the propagation of errors from the dis-
parity estimates to distance estimates. Afterwards, a unique
data-driven experiment will be used to measure the precise
impact of the distortion on the accuracy of disparity estima-
tion, as well as distance estimation using six state-of-the-art
stereo-matching algorithms in section 4.

3.1. Projective geometry of wide-angle cameras

A pre-requisite for manipulating stereo image is accu-
rate calibration of the wide-angle stereo pair. A camera
model with correct intrinsic parameters establishes the
relationship between each pixel and corresponding ray
direction, which will be used to generate the equidistant
stereo-rectified representation. There are numerous cali-
bration toolboxes [26][31][17][20][10][5] that can be used
to recover accurate parameters for wide-angle cameras.
We will use Kannala-Brandt model [13], but the choice
does not affect the outcomes, as long as it can accurately
represent given wide-angle lens. The following subsection
will describe how a 3D ray relative to the camera’s optical
frame Optical frameRay can be mapped to the image coordi-
nates Image frameP, illustrated in figure 2.

Figure 2. The projective geometry of the equidistant camera
model.

Let Optical frameRay = [x, y, z]T and r =
√
x2 + y2.

Then the projection function π
[

Optical frameRay, i
]

maps
a ray vector Optical frameRay to a point in the im-
age frame ImageframeP using intrinsic parameters i =[
fx fy Cx Cy k1 k2 k3 k4

]T
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π
[Optical frameRay, i

]
=

[
fxθd

x
r

fyθd
y
r

]
+

[
cx
cy

]
(1)

Where the distortion θd applied to the angle θ =
atan2(r, z) is modeled as:

θd = θ(1 + k1θ
2 + k2θ

4 + k3θ
6 + k4θ

8) (2)

3.2. Epipolar rectification

The concept of a virtual camera is used to generate an ideal
stereo pair, where both cameras are only displaced along
the Rectified frame leftx̂ directions and all the raxels [8] within
a row are complanar as illustrated in 3. Then each raxel
can be mapped into sub-pixel location in the raw image us-
ing equations 3.1, generating a lookup table which can be
reused for every new captured image. Real stereo pairs will
typically lack ideal properties, and therefore, each raxel has
to be transformed to account for incorrect rotation using ex-
trinsic parameters extracted during calibration.

Figure 3. Epipolar constraints geometry of a stereo pair.

Let us assume that the stereo-rectified images are of a
shape [dimx, dimy] with the principal point in the centre
[Cx, Cy] = [dimx/2, dimy/2]. Then, we can assume that
the angle within the epipolar plane ψ = f(x*) where x* = x -
Cx and epipolar angle β = f(y*) where y* = y - Cy , and y*,
x* are representing the conditioned coordinates expressed
relative to the centre of projection.
For equidistant representation, the angular sampling be-
tween the raxels is constant. For example, if the FOV within
the epipolar plane is 180◦, meaning ψmax = 90◦, the recti-
fied stereo image focal length fx = Cx/ψmax. Similarly, βmax
= 90◦, fy = Cy/βmax. Consequently, a coordinate at a point
x,y in the rectified image plane has an associated ray vector
Rectified frameRay, generated by equations 3 and 4.

ψ = x*/fx, β = y*/fy (3)

Rectified frameRay =

 cos(ψ)
− sin(ψ) sin(β)
sin(ψ) cos(β)

 (4)

Conventional stereo-matching algorithms can be directly
employed on the equidistant rectified representation, gener-
ating a disparity D for each pixel [x,y]. Then, the direction

vectors ψ1 and ψ2 can be recovered using equation 3 for
coordinates [x,y] in the left image and [x-D,y] in the right
image. The 3D coordinates corresponding to a pixel [x,y]
can be calculated using equations 5 and 6, where B stands
for baseline.

Epipolar planeP =

(
B sin(ψ1) cos(ψ2)

sin(ψ1 − ψ2)
,
B cos(ψ1) cos(ψ2)

sin(ψ1 − ψ2)

)
(5)

Rectified frameP =

 Epipolar planePx
Epipolar planePy sin(β)
Epipolar planePy cos(β)

 (6)

3.3. Understanding distortion induced by stereo
rectification

While the intent is to utilise the stereo-rectified images for
processing, it is essential to examine how is the raw im-
age sampled to produce them. Figure 5 shows the back-
projection of the raxels, selecting rows corresponding to 15◦

increments of epipolar angles β. Furthermore, a jet colour
scheme represents the angles ψ within the epipolar plane.

Figure 5. Visualisation of epipolar lines on raw source equidistant
image.

Enforcing epipolar constraints results in a non-
homogeneous sampling of the raw image as the ψ approach
90◦, which is a singularity. While commonly referred to as
distortions, the visual effects around the poles of the recti-
fied images are a consequence of increasingly denser sam-
pling

3.4. Distance uncertainty estimation for wide-angle
rectified stereo

The performance of stereo-matching algorithms devel-
oped for perspective images is assessed based on their
correspondence-finding ability in the stereo-rectified image
plane. The most common metric counts the number of dis-
parity estimates worse than a threshold (1,2,3) px. For recti-
fied stereo vision, it makes sense to concentrate on disparity
metrics because there is a direct, linear relationship between
disparity and depth. This means that any specific disparity
value observed in the stereo images will correspond to the
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Figure 4. Top left figure visualizes disparity magnitude based on the spherical distance setting described in section 3.4. The illustration in
the bottom left demonstrates the change of sign of disparity as ψ goes beyond ±90◦. The last three columns visualize the expected distance
error given that a ground truth disparity is incorrect by (1,2,3) px for ψ and β. The units of error for the last three columns are in meters.

same depth measurement, regardless of its position in the
image.

When utilizing an equidistant stereo-rectification model,
the relationship between computed depth and disparity esti-
mates becomes non-linear and changes throughout the im-
age plane. The non-linear relationship has been a studied
in prior art. Beekmans [2] evaluated the depth estimation
accuracy of an equidistant rectified stereo pair relative to a
plane. In our analysis, we will consider analysis relative to
a surface of a sphere, as that represents the omnidirectional
distance estimation paradigm more accurately. Schneider
[29] has evaluated the accuracy of distance estimates rela-
tive to the incident angle with the optical axis. We evaluate
the accuracy relative to ψ and β, considering the apparent
bilateral symmetry of the equidistant rectified images.

Figure 4 outlines the expected ground truth disparity for
a wide-angle stereo setup spanning ±110◦ in ψ and β rel-
ative to a surface of a sphere with a radius of 3 m. The ef-
fects of the singularity can be observed as the ψ approaches
±90◦, where the disparity becomes 0. The result is intuitive
as the effective baseline also becomes 0, but also points to
the necessity of separating the analysis relative to ψ and β
rather than radially symmetric θ as in [29].
In the theme of reusing the existing rectified stereo dispar-
ity estimation algorithms, we introduce disparity error in
the rectified image plane and observe the resulting distance
error. The results can be seen in the last three columns in
figure 4. The distance error is relatively flat in small val-
ues of ψ =± 60◦, increasing exponentially around ψ ± 90◦,
which have been clipped when exceeding the error of 1 m.
Furthermore, when ψ exceeds ±90◦, the disparity sign flips
making it incompatible with existing disparity estimation

algorithms as they search only in one direction. The princi-
ple can be seen in the bottom left of figure 4.

The analysis of distance measurement accuracy was
purely geometry-based, disregarding the dynamics between
rectified stereo-matching algorithms and non-homogenous
sampling induced distortions outlined in section 3.3 Re-
gardless, it provides valuable insights into how to carry out
an analysis that includes measuring the effects of distor-
tions, which will be carried out in the section 4.

4. Data-Driven Evaluation
Exclusively geometric analysis from section 3.4 addressed
the expected distance errors given homogeneous disparity
error. While the problem formulation is the same for per-
spective and wide-angle stereo images; finding correspon-
dences along the rows of the images, wide-angle stereo im-
ages present an additional layer of image distortion on top
of already distorted fish-eye images. The change of visual
appearance of the stereo-rectified images presents deviation
from the domain for which perspective stereo-matching al-
gorithms have been designed, and therefore has unknown
consequences.
Measuring only the effects of distortion on the accuracy of
disparity estimates is challenging. The source of errors in
disparity estimates is primarily the difficulty of the scene.
For example, a complicated object such as a chair with
many disparity discontinuities and thin structures might
have more significant disparity errors in the centre of the
image than a well-textured flat surface in a more distorted
area. For this reason, none of the available wide-angle
stereo datasets are suitable for such analysis.

To address this shortcoming, we designed a unique ex-
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Figure 6. The core principle of our data acquisition pipeline for isolating the measurements of the distortion. As we rotate the stereo triplet
by ω, a challenging scene segment will be represented throughout the image plane in both ψ and β directions.

periment that allows for measuring only the error contri-
bution of distortion while maintaining a challenging scene
with small objects, strong disparity discontinuities, and oc-
clusions. We build a challenging scene in Gazebo [14]
simulation with high resolution models from the ignition
database. Then, we select a challenging segment of 10◦ by
20◦ and render ground truth point-cloud of it. The scene
and the rendered ground truth segment can be seen in figure
7.

Figure 7. The ground truth acquisition pipeline.

The key to our evaluation methodology is rotating a
stereo camera by 1◦ increments. As a consequence of
the rotation ω, the scene segment will be represented
throughout the image plane, from the middle to the very

edge. To build on purely geometrical analysis from the
section 3.4, it is essential to explore the bilateral symmetry
of the rectified stereo image plane. For that reason, we
set up a stereo-triplet, which can be seen in the bottom
left of figure 6. The stereo camera follows the equidistant
projection model and has a 1440 x 1440 px resolution.
Raw images have FOV of 220◦ and rectified images span
±110◦ in ψ and β. The configuration forms two orthogonal
stereo pairs. As the whole triplet is rotated around ω, the
scene segment will transition over the range of ψ for the
horizontal stereo pair formed by cameras (1,2). Similarly,
the scene segment will transition throughout the range of
β for the vertical stereo pair formed by cameras (1,3). A
transition over ψ contains a rapid change as it approaches
the singularity at 90◦. For this reason, the scene segment is
more narrow in the ψ direction to better capture the nuance.

Figure 6 further showcases examples of ground truth dis-
parity for various values of ω. The horizontal stereo exhibits
strong stretching of the narrow segment as it transitions over
the range of ψ as a consequence of rotation around ω, espe-
cially noticeable close to the singularity. We chose to omit
generating ground truth disparity values for angles of ψ of
more than ±90◦ as the resulting disparity would change
sign. Furthermore, the areas beyond ψ of more than ±90◦

1340



Figure 8. The evaluation of the accuracy of disparity and distance estimation as a challenging scene transitions throughout the rectified
stereo image plane. Every metric has been computed for each scene segment individually and then averaged to show a clearer signal.

would not be observable due to occlusion of the other cam-
era from the stereo pair in real applications.

On the other hand, the vertical stereo ,where the segment
transitions through β, shows no sign of distortion within
the whole range. Moreover, the whole range maintains the
same sign within disparity values, making it compatible
with existing rectified stereo algorithms. For that reason,
we render the ground truth disparity up to β of 110◦. Such
a setting is also compatible with real stereo cameras, as the
occlusion would not be an issue. Given that the scene seg-
ment is 10◦ wide and centered around ω, we generate the
dataset relative to ω and generate samples up to the maxi-
mum boundary - 5◦. As such, each scene segment is cap-
tured by 85 stereo images in horizontal stereo and 105 im-
ages in vertical stereo. A summary about the size of our
dataset and experimentation can be seen in figure 1.

Table 1. Dataset Overview for Evaluation

Aspect Horizontal Vertical

Segments 36 36
Images per Segment 85 105
Total Evaluation Examples 3060 3780

4.1. Evaluation of the collected dataset

To answer the question of compatibility between wide-
angle rectified images, we have selected 6 popular
stereo-matching algorithms while representing different
design methodologies. From traditional algorithms, we
have chosen ELLAS [7] and Semi-global matching [11].

From deep learning based methods, we have chosen the
original implementation of RAFT-Stereo [18] and its more
advanced variations IGEV-Stereo [36] and DLNR [38].
Lastly, we include Croco-Stereo [33] as it is based on a
novel transformed based architecture. All deep learning
models were used with weights dedicated to the Middle-
bury dataset with associated inference parameters defined
by authors in the original papers. Semi-global matching
used a window size of 5, and the penalties P1 and P2 based
on empirical observations and the characteristics of our
dataset. The evaluation was performed for all computed
disparities. All deep learning based methods were fully
dense, while SGM and ELLAS omit some pixels by design.

Figure 8 summarizes the results of the evaluation aimed at
addressing the contribution of the distortion. The results
are averaged over all 36 non-overlapping scene segments
from the same scene. To interpret the results, it is essential
to consider only the trend over the range ω. Absolute
measurements would change based on different baseline,
rectified image resolution or varying the difficulty of the
scene segments. A surprising observation is a decreasing
trend of bad1 px error, as well as disparity MAE for the
horizontal stereo as ω approaches 85◦ for most of the algo-
rithms. Considering the ground truth disparity figure from
4, the decreasing values of the ground truth disparity might
be making it easier to find correspondences. On the other
hand, algorithms such as DLNR and Croco-Stereo exhibit
low accuracy at angles beyond 60◦ and 75◦ respectively,
demonstrating their inability to adapt to distortions. Re-
gardless of the decreasing disparity error trend, the MAE of
distance starts raising beyond 60◦ which is simply caused
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Figure 9. Visualising errors at extreme values of ω for vertical and horizontal stereo. A challenging scene segment has been chosen,
demonstrating strong disparity discontinuities.

by disadvantageous non-linear triangulation outlined in
section 3.4.

Regarding the vertical stereo, it can be observed that
the bad1 px and MAE for disparity are homogeneous
throughout the whole range. Such a result is expected, as
the visuals show very little distortion as the scene segment
transitions throughout the whole range of ω. Furthermore,
as the triangulation geometry is advantageous throughout
the whole range of β and small values of ψ, the distance
error is also homogeneous.
Figure 9 outlines a qualitative evaluation of the computed
pointcloud for one of the challenging scene segments. It
can be observed that while the horizontal stereo fails to
generate an accurate pointcloud, the vertical stereo manages
to produce high accuracy results for every stereo-matching
method, even at extreme angles of ω.

5. Discussion
The results of our experiments demonstrate that there are
two fundamental limits to ultra-wide stereo perception -
distortions and unfavourable triangulation geometry. These
phenomena manifest in the same areas of the rectified im-
age plane. Such a conclusion questions the motivation be-
hind the research direction attempting to overcome the dis-
tortion caused by wide stereo-rectification and designing al-
gorithms that operate directly on raw fisheye images. Fur-
thermore, placing stereo cameras horizontally might not be

the most effective option for wide-angle distance estima-
tion, where most of the desired objects lie on a plane, a
scenario common in autonomous driving and robotics.
Typically, horizontal stereo always has an occluded area on
the very left side of the left image. By placing the cameras
vertically, this area gets moved to an area where no objects
of interest lie, such as the sky. Given that a stereo setup
will always have bilaterally symmetric properties, utilizing
a trifocal stereo setup in orthogonal configuration might of-
fer a way to cancel out the disadvantageous triangulation
properties and achieve high-accuracy disparity estimation
throughout the whole FOV while being able to reuse exist-
ing algorithms.

6. Conclusion
We have conducted a comprehensive analysis of the inter-
action between state-of-the-art stereo matching algorithms
and wide-angle stereo rectification. The results clearly show
that omnidirectional distance estimation is possible without
any need to adjust the correspondence matching algorithms.
We have carried out a unique evaluation that has allowed us
to isolate the effects of distortion while maintaining a chal-
lenging scene, demonstrating that the fundamental limita-
tion is triangulation geometry. Our analysis provides action-
able insights that can be leveraged to achieve high-accuracy
omnidirectional distance estimation.

Funding This research was funded by Innovation Fund
Denmark, grant number 3129-00060B.
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