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Abstract

In this paper, we explore the use of diffusion models
for the thermal imaging super-resolution problem, with the
PBVS workshop Thermal Image Super-Resolution Chal-
lenge (TISR) as an application context. In addition of
adapting the recently proposed Resshift diffusion approach
to the problem of SR for thermal imaging, we show how this
diffusion model can be also used nearly effortless in both
the guided and non-guided TISR tasks, where the guidance
comes from the visible image. More crucially, we show that
a natural and often under-leveraged output from this diffu-
sion approach is the quantification of the aleatoric uncer-
tainty on the resulting HR prediction. By using this prop-
erty, we empirically show that per-pixel standard devia-
tion of the samples produced by a super-resolution diffusion
model are a good estimator for the per-pixel absolute error
in scenarios where the HR ground truth is not available.

1. Introduction

In image processing, Super Resolution (SR) is one of the
most common tasks, that consists in producing a high-
resolution (HR) image starting from a low-resolution (LR)
one. It has numerous applications, ranging from biomedical
imaging [15] to surveillance [10] or remote sensing [18], to
give a few examples. By definition, SR is difficult to solve
as it is an inverse, ill-posed problem, where the degrada-
tion operator for the forward problem typically involves a
down-sampling step and the addition of noise.

Solutions to SR may involve the use of more sens-
ing modalities or more image acquisitions from the same
modality. However, in some cases, getting these additional
data is impossible and the problem has to be solved with
only one LR image as an input. Because of the strongly
ill-posed nature of the SR problem in this case, solving it
often implies the construction of strong probabilistic priors
on the potential HR solutions, conditioned to the LR im-

Figure 1. Our proposed diffusion-based approach, in the case of
×16 SR with a visible image as a guide (Track 2 of TISR Chal-
lenge). On the first row, the model inputs are the LR image and
the visible domain one; on the second row, the outputs are the
HR image (left) and an estimate of the uncertain areas of the pre-
dicted HR, based on the generation of 32 samples from the diffu-
sion model; on the third row, we depict the ground truth HR (left)
and the errors between the estimate and GT (right).

ages. These priors may be built from datasets of examples
of LR/HR pairs taken from the domain of interest. This
explains why most of the recent literature in SR involves
machine learning and in particular deep learning models,
which have shown they are capable of learning complex
mappings between the LR and HR image spaces. In this
setup, SR can be cast as a regression problem.
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On the other hand, in the last years, generative modeling
has been used as a tool of choice to solve such inverse prob-
lems (e.g. image colorization, image de-compression, and
SR). The main motivation behind it is that generative mod-
els (and more particularly, in this case, conditional genera-
tive models) provide a natural way to approximate the full
distribution of potential solutions, instead of producing only
the likeliest one. For inverse problems with a high level of
degradation such as SR, i.e. with a many-to-one forward
process, this may be important, since it provides a way to
quantify the resulting uncertainties in the solution.

Although SR has been studied in many domains, mostly
with natural images from the visible spectrum, little work
has been done on proposing and evaluating algorithms for
thermal imagery. Thermal images offer a wide range of ad-
vantages over visible images in particular areas such as in-
spection, security, rescue, for example. For a few years now,
the PBVS workshop incentivizes the research on SR algo-
rithms for thermal imaging through the organization of the
Thermal Image Super-Resolution Challenge (TISR) [11].

In the work we present here, we explore the use of a par-
ticular kind of generative models for this specific problem
of thermal image super-resolution and this specific TISR
challenge, namely diffusion models [7, 12]. Diffusion mod-
els are having a great impact for many computer vision
tasks involving the generation of images. We leverage a re-
cently proposed diffusion architecture [22] that we adapt to
the context of thermal imaging and we show, as illustrated
through an example from Track 2, in Fig. 1, (1) that it can
be used in a very versatile way, both for the non-guided and
guided tasks (1 and 2) of the TISR challenge and (2) that
our diffusion model output provides an estimate of the un-
certainty on the super-resolution image, which can be useful
for applications making use of the SR algorithm.

In summary, our contributions are the following:
• We adapt the recently proposed Resshift diffusion ap-

proach to the problem of SR for thermal imaging;
• We show how this diffusion model can be used nearly ef-

fortlessly in the guided and non-guided tasks of the PBVS
Thermal Image Super-Resolution Challenge (TISR);

• We finally show that a natural output from this diffusion
approach is the quantification of the aleatoric uncertainty
on the resulting HR output.

2. Related work
As for many inverse problems, a key to the resolution of SR
problems is the introduction of strong priors on the possible
resulting HR images and one traditional way to do it is to
cast the problem as a regularized optimization problem. The
regularization scheme may involve total variation-based ob-
jective functions [1], low-rank representations [14], sparse
representations [6], to give a few examples.

Starting from the mid 2010s, deep convolutional neural

networks have been used to learn end-to-end mapping from
low resolution images to high resolution images. As an ex-
ample, [5] introduced SRCNN, one of the first fully con-
volutional aarchitecture applied to SR. In [9], the authors
propose an architecture coined as deep Laplacian Pyramid
Network to reconstruct iteratively the residuals of high-
resolution images, leveraging the pyramidal structure and
transposed convolutions for generating the consecutive up-
sampled versions of the HR images.

Generative modeling have been used in the SR area rel-
atively early with the advent of deep generative modeling
methods. One of the main motivation has been its use as a
deep prior. For example, the GLEAN method [2] uses a pre-
trained GAN as a deep prior for an encoder-bank-decoder
architecture. In [21], an explicit kernel prior is used on a
patch basis in combination to a Monte-Carlo EM algorithm
to determine a Maximum A Posteriori solution.

As the latest successful instance of generative models,
diffusion techniques [7, 12] have been used in the context of
SR. In [13], the DDIM diffusion scheme is used with a few
technical modifications to produce the SR3 architecture. To
generate HR images, the process starts with pure Gaussian
noise and iteratively refines the image with a U-Net trained
on denoising at various noise levels, and conditioned on the
LR image. In [3], Inversion by Direct Iteration (InDI) is
proposed as a general image restoration framework, that
shares a lot of properties with diffusion models.

One of the main drawbacks of diffusion models such as
DDIM, as used in [13], is that inference times may be quite
heavy when using the standard diffusion processes, involv-
ing typically hundreds of denoising steps. In [22], a work
upon which we based ours, the authors propose an inter-
esting way to recast the diffusion model, with the forward
noising process starting at the HR image and leading to a
noisy version of the LR image; this way, the number of
denoising steps is heavily reduced, by an order of magni-
tude. We build upon the former model to propose a solution
to the thermal image super resolution problem, show that
it can easily be modified to include guidance from other
modalities, and leverage the resulting samples to produce
an estimate of the aleatoric uncertainty.

3. Proposed approach
Our proposed method is based on the ResShift diffusion ap-
proach recently proposed in [22]. As commented above,
this approach allows to accelerate the inference (forward)
process by an order of magnitude by refactoring the for-
ward and backward processes. The results from this super-
resolution diffusion model is then further refined using a
small UNet to work on the details. We empirically find that
our approach has the following advantages:
• With a relatively cheap computational overhead, a single

model can be pre-trained and later fine-tuned to work in a
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Figure 2. Our proposed architecture, based on ResShift, which is finetuned om the TISR Challenge dataset. The basic diffusion model
uses both upsampled LR and HR images in the forward process and the denoiser. With the diffusion scheme it is possible to use the visible
image as condition for the denoising model instead of the LR image thus keeping the same architecture for both tasks.

specific domain (such as thermal images) or at a specific
scale factor (×8 or ×16).

• Its two-model approach allows each model to focus on the
overall image (diffusion model) and the details (UNet).

• It can be very easily used either in a non-guided or in
a guided SR scheme (i.e. by using an image from the
visible domain).

3.1. ResShift Diffusion Model

We recall here the principles developed in ResShift and the
reader is invited to consult [22] for more details. Let x+,x−

a pair of HR and LR images from the training dataset. The
idea of ResShift is to re-state the diffusion forward process
so that, instead of starting from the HR image x+ and end-
ing up with pure Gaussian noise, we end it up with a noisy
version of x−. The reverse process is adapted in conse-
quence. The forward process can be written as the following
Markov chain, for t > 0 and a shifting sequence {ηt}Tt=1

and αt ≜ ηt − ηt−1 such that η1 ≈ 0 and ηT ≈ 1:

p(xt|xt−1,x
−) = N (xt;xt−1+αt(x

−−x+), κ2αtI) (1)

with x0 ≜ x+. It results in the closed-form marginal

p(xt|x+,x−) = N (xt;x
+ + ηt(x

− − x+), κ2ηtI) (2)

with the aforementioned effect to end up with a noisy
version of x− (xT is centered on x− with variance κ2).
For the reverse process, we use a variational approximation
of p(xt−1|xt,x−) as a Gaussian with mean a function of
xt,x

−, t and variance κ2 ηt−1

ηt
αtI. It results convenient to

reparameterize this mean function as
ηt−1

ηt
xt +

αt
ηt
νθ(xt,x

−, t) (3)

and train the network νθ under the loss

L(θ) = Ex−,x+,t[∥x+ − νθ(xt,x
−, t)∥2] (4)

It is important to note that the denoising model νθ takes both
xt and x− as input, which are concatenated in the chan-
nel dimension, just before the first convolution. Doing this

implies to use an upsampled version of the LR image x−,
which we obtain by bicubic interpolation.

During inference, to reverse the forward process, refined
versions of xt are computed by applying Eq. 3, starting
from an upscaled and noisy version of x− instead of just
noise as in DDPM [7]:

xT ∼ N (xT ;x
−, κ2I). (5)

The intuition behind this is that the forward process with
very few steps tends to keep the general shapes of the image
while removing the details. This has the effect that the noisy
versions of x+ and x− are similar after t steps and in turn
allows to spare a lot of diffusion steps. As such, the ResShift
scheme only uses T = 15 diffusion steps, instead of the
usual hundreds, sparing a lot of computational time during
inference. In this work, we train the denoising model νθ
under the ResShift scheme on the ImageNet-1k dataset [4]
under the same noise scheduling parameters (in particular,
T = 15).

Finally, note that this diffusion model is trained and used
within a latent space produced by an autoencoder with a pair
of encoder/decoder ϵψ/δψ with parameters ψ. This means
that the equations above should be rewritten in terms of the
latent variable z, related to the image through z = ϵψ(x)
(encoder) and x = δψ(y) (decoder)

zt−1 ∼ N (
ηt−1

ηt
zt +

αt
ηt
νθ(zt, z

−, t), κ2
ηt−1

ηt
αtI). (6)

In this work, we have employed a VQVAE [16] that has
also been trained on the ImageNet-1k first and then frozen
for the rest of the process.

3.2. Finetuning on the TISR Thermal Dataset

We use the checkpoint of the model that was pre-trained as
described above, on the ImageNet-1k dataset, and fine-tune
it in the thermal images dataset [11].

For this purpose, we fine-tune 3 separated instances of
the base model trained in ImageNet-1k:
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Figure 3. The proposed Refiner UNet, in which the diffusion model is frozen. During training

1. For Track 1 (unguided SR), we fine-tune the model using
the LR image x− as both the mean of the distribution of
xT and the condition for the denoising model (concate-
nated at the start), by using a ×8 scale factor.

2. For Track 2 (SR guided through visible images), we fine-
tune the model using the LR image x− as the mean of
the distribution of xT while the visible image xv is used
as condition for the model (concatenated at the start).

3. We repeat the same process for the ×16 part of Track 2.

In any case, the estimate produced by the diffusion model is
denoted as x̃+. Note that, since the denoising model is fully
convolutional, no additional adjustments are needed for the
architecture to work in all the three cases. These principles
are summed up in Figure 2.

3.3. Refiner network

After fine-tuning, we have observed that we obtain compet-
itive results in the perceptual metrics (AlexNet, SqueezeNet)
but rather poor performance on the more standard metrics
such as PSNR or SSIM. It has been observed that diffusion
models tend to hallucinate [22] and this manifests into the
model generating details and textures that seem real (similar
to those in the training dataset) but are not the exact same
in the original image, hence the discrepancy between per-
ceptual and traditional similarity measures. Furthermore,
since diffusion models are inherently stochastic, we have
leveraged this stochasticity to measure the variance in the
reconstructed image by using multiple samples of images
produced by the model. We have empirically found that the
areas in which the model has the most uncertainty are in-
deed, the areas with the finest details. We further discuss
the details of this uncertainty estimation in the next section.

As a proposed solution to deal with this imprecision for
regions with finer details, we introduce a small Unet model
(7M parameters) with only 2 skip connections, with the pur-
pose of predicting the details missing in the prior result of
the diffusion model. We refer to this model as the Refiner
ρϕ and we train it to predict the HR image using LR image
and the prior result from the diffusion model as inputs, to

produce an improved estimate x̂+ of the HR image

x̂+ = ρϕ(x̃
+,x−). (7)

Again, 3 different refiners have been trained for the three
modalities of the TISR challenge:
• For Track 1, we have trained 1 refiner.
• For Track 2, we have trained 2 refiners for ×8 and ×16

scale factors, respectively. Each one of these receives an
additional input in the form of the visible image.
A diagram of the Refiner architecture can be found in

Figure 3. Note that, in the case the visible image is avail-
able, we use it too.

3.4. Producing aleatoric uncertainty estimates

As commented above, we take advantage of the stochastic
nature of the proposed diffusion model to produce several
HR samples x̃+(i) of the predictive distribution p(x+|x−),
for i = 1, ..., N . Let us stress that this sample genera-
tion process avoids computational overheads by using mini-
batches. Then, we compute a variance map based on the N
estimates values at each pixel. We will see in Section 4
that these variance maps do reflect the aleatoric uncertain-
ties (i.e. those related to the data themselves) over the HR
estimate x̃+, and correlates well with the observed errors.
The same variances can be also estimated after the Refiner
module on refined samples x̂+(i), as this network does not
add more stochasticity. In fact, being able to produce these
estimates of the variance is one of the most compelling rea-
sons why we would use a generative model such as a diffu-
sion model in the first place.

4. Experimental results
4.1. Implementation details

We have first trained the UNET denoiser used for the
ResShift model from Section 3.1 on the ImageNet-1k
dataset with a scale factor of x4 and image size of 256 for
70k iterations using Adam [8] optimizer with a learning rate
of 5×10−5 and using a batch size of 32. This UNet denoiser
is composed of 8 residual layers in the encoder and 8 in the
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Figure 4. Results on Track 1 validation set. From left to right, LR, prediction, standard deviation among multiple predictions.

Figure 5. Results on Track 2 (×8) validation set. From left to right, LR, prediction, standard deviation among multiple predictions.

decoder with a skip connection between each and an atten-
tion layer [17] in between each residual layer, reaching a
total of 122 million parameters. For further details of the
UNet denoiser refer to our code 1.

This model reached a PSNR score of 23.79, a SSIM [20]
score of 0.683 and an LPIPS (VGG) [23] score of 0.2437
seconds over the ImageNet test dataset which proves to be
competitive with respect to the state of the art [19, 21, 22]

We have then proceeded to finetune the UNet denoiser
using the thermal images as described in section 3.2. Each
model has been trained for 40k iterations with a learning
rate of 5× 10−6 and using a batch size 32.

Finally, the refiner UNet presented in Section 3.3 has
been trained, in its three sub-variants, for 10k using
Adam [8] optimizer, with a learning rate of 1 × 10−4 and
using a batch size of 16. This UNet refiner is much smaller,
composed of only 2 total residual layers in the encoder and

1A link to the code repository will be included in the final version, in
case of acceptance.

2 in the decoder with a skip connection each and no atten-
tion layers. This model is about only 7M parameters in size.

4.2. Results on TISR

In the TISR challenge, our method has not achieved out-
standing results in the PSNR and SSIM metrics but in Track
1, it has got the second place in the LPIPS Alex and LPIPS
Squeeze metrics and 10th place in the LPIPS VGG metric.

In Figs 4 (Track 1), 5 (Track 2, ×8) and 6 (Track 2,
×16), we present a sample of qualitative results obtained
on the different TISR tracks. The first two columns are the
inputs and the last two columns are the outputs (HR image
and uncertainty map). In Figs. 5 and 6, in particular, one can
notice how the visible image is used to infer the very small
details (bars of the balcony, poles,. . . ) that are completely
lost in the LR image. Those regions with high frequencies
are, again, part of those with large standard deviations in the
rightmost image, altogether with regions of high thermical
signature. On the unguided samples (Fig. 4), some artifacts
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Figure 6. Results on Track 2 (×16) validation set. From left to right, LR, visible condition, prediction, standard deviation among multiple
predictions.

are visible, e.g. windows and balconies on the right side
of the building, but most of the high frequency content is
reconstructed in a visually pleasant way.

Finally, in terms of computational times, we have mea-
sured that the average time for inference of the diffusion
model was 2.77 to generate a batch of size 4, with an image
size of (640, 448) and an NVIDIA Titan RTX GPU.

4.3. Quantification of the aleatoric uncertainty

As commented above, using a generative model such as a
diffusion model opens the door to providing an estimate of
the uncertainties over the output HR image, by using a set of
samples output from the generative model. In the following,
we produce these estimates by using N = 32 samples.

As an illustration, in Fig. 7, we take one example from
the validation dataset and compare the standard deviations
on the pixel values reported through the diffusion model
(left side) vs. the absolute values of the errors with respect
to the ground truth image (right side). As we can see, and
as one would expect, the highest uncertainty values occur in
the image regions with highest frequencies: Edges, foliage,
for example, i.e. those regions that are harder to reconstruct.
Also, qualitatively speaking, the estimated deviation maps
and error maps seem to be positively correlated. Finally,
while on the top row, we give the deviations and errors for
the direct outputs x̃+(i) from the ResShift model, on the
bottom row, we give the same data for the refined images
x̂+(i). We can see that the effect of the refiner is to diminish
both the variances on the samples and the errors.

In addition, for a more quantitative view on this aspect,
in Table 1, we exhibit the computed standard deviations
among samples of the validation dataset, for each track.
What we can say from this table is that, in each case (differ-
ent tracks and with/without Refiner module) the per-pixel
standard deviation is positively correlated with the absolute

Avg Std Avg Abs Error Corr

T1 No Refiner 0.0127 0.0293 0.6444
Refiner 0.0090 0.0264 0.6472

T2 x8 No Refiner 0.0332 0.0512 0.5844
Refiner 0.0095 0.0249 0.6485

T2 x16 No Refiner 0.0286 0.0547 0.5296
Refiner 0.0141 0.0374 0.6074

Table 1. Average per-pixel standard deviation is computed by gen-
erating N = 32 HR samples for each LR image from the valida-
tion dataset. Correlations are computed by averaging the correla-
tion of the per-pixel standard deviation and the per-pixel absolute
error over validation dataset, again with N = 32 samples.

errors; we also see that the Refiner modules always reduces
the standard deviations; it has also a positive effect on the
correlation itself, although this effect is significant only in
the case of Track 2. It should be noted that images are nor-
malized in the range [0, 1].

4.4. Ablation results

The metrics for the results both with and without the Refiner
module are presented in Table 2. As it can be seen, the
Refiner module induces significant improvements for all the
metrics, in all the cases, and mainly for the non-perceptual
metrics (PSNR and SSIM).

Furthermore, as already commented and presented in Ta-
ble 1, using the refiner network reduces the standard devi-
ation of samples from the diffusion model while increasing
the correlation between standard deviation and absolute er-
rors.
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Figure 7. Aleatoric Uncertainty Quantification: For one example of the validation dataset, comparison of the standard deviations of the
pixel values reported through the diffusion model (left) vs. the absolute values of the errors with respect to the ground truth image (right).
On the top row, the deviations and errors are evaluated on the rough outputs x̃+(i) from the diffusion model; on the bottom row, the results
are provided for the final outputs x̂+(i) (after the refiner module).

PSNR↑ SSIM↑ LPIPS Squeeze↓ LPIPS Alex↓

Track 1 No Refiner 25.52 0.7743 0.1492 0.2137
Refiner 26.05 0.7920 0.1946 0.2466
Winner of Challenge 27.52 0.8355 0.2149 0.2528

Track 2 x8 No Refiner 19.30 0.6572 0.1916 0.2911
Refiner 27.59 0.8288 0.1871 0.2348
Winner of Challenge 31.52 0.9127 0.1270 0.1479

Track 2 x16 No Refiner 18.48 0.6315 0.2092 0.3218
Refiner 23.75 0.7470 0.2168 0.2987
Winner of Challenge 25.99 0.8266 0.1786 0.2251

Table 2. Ablation results with respect to the proposed Refiner UNet, in which the diffusion model is frozen.

5. Conclusion

We have presented an exploration of conditional diffu-
sion techniques for the problem of thermal imaging super-
resolution, taking the PBVS TISR challenge as a play-
ground. We have shown how the conditional diffusion
model design allows us to train a single model on ImageNet
and then fine-tune it for multiple tasks, including tasks with
guidance from images of different modalities (such as from
the visible domain).

A lightweight Refiner model has been proposed to lever-
age the generative power of diffusion while keeping arti-
facts under control. We have shown empirically that it helps
reducing artifacts in images generated by a diffusion model.

Finally, we have shown that the diffusion model itself,
through its generative capabilities, allows us to estimate
pixel-wise uncertainties which loosely match the pixel-wise
errors without using the original HR image. This pixel-wise
uncertainty maps can be used to estimate where a super-
resolution output may be wrong.
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Among our planned future work, we will explore to
diffusion guidance to use the images from other domains,
i.e. by including in the diffusion sampling process gradi-
ent terms to enforce cross-modal similarity in the higher
frequency content; we also plan to explore the uncertainty
maps to adapt the refining efforts in the regions where we
expect higher errors.
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