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Abstract

This paper proposes H3Net that considers detecting peo-
ple in irregular postures by utilizing human structures and
characters. To handle both features, we introduce two at-
tention modules: 1) Human Structure Attention Module
(HSAM), which is introduced to focus on the spatial aspects
of a person, and 2) Human Character Attention Module
(HCAM), which is designed to address the issue of repetitive
appearance. HSAM effectively handles both foreground and
background information about a human instance and uti-
lizes keypoints to provide additional guidance to predict ir-
regular postures. Meanwhile, HCAM employs ID informa-
tion obtained from the tracking head, enriching the posture
prediction with high-level semantic information. Further-
more, gathering images of people in irregular postures is
a challenging task. Therefore, many conventional datasets
consist of images with the same actors simulating varying
postures in distinct images. To address this problem, we
propose a Human ID Dependent Posture (HID2) loss that
handles repeated instances. The HID2 loss generates a reg-
ularization term by considering duplicated instances to re-
duce bias. Our experiments demonstrate the effectiveness
of H3Net compared to existing algorithms on irregular pos-
ture datasets. Furthermore, we show the qualitative results
using color-coded masks and bounding boxes. We also pro-
vide ablation studies to highlight the significance of our
proposed methods.

1. Introduction

Recently, smart surveillance systems [34] and assistance
robots [40] have tried to provide detection results of peo-
ple in irregular posture (e.g. lying on the ground). In most
cases, people who have fallen on the ground may require
immediate medical treatment in a very short time. Due to
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recent advancements in deep learning, a number of large-
scale datasets [3, 7, 30, 32, 62] were proposed to train deep
models. These efforts also provoked the creation of large-
scale fallen person detection datasets [2, 6]. However, cre-
ating a large-scale fallen dataset is a very challenging task.
Consequently, most contemporary datasets for fallen detec-
tion predominantly employ actors to simulate irregular pos-
tures during the image collection process. Due to financial
problems, the number of actors is highly limited, which re-
sults in a degradation of the generalized posture detectors.
In this paper, we refer to this problem as ‘limited actor prob-
lem’. While the number of actors is limited, the conven-
tional datasets do not provide ID information to consider
the duplication of actors in the training images.

To handle the limited actor problem, we adopt methods
from person re-identification and tracking task [66]. The
MOT [43] dataset provides bounding box information of
all people who appear in the dataset with individual IDs.
We adopt this ID information to train the tracker and pre-
dict the ID of actors. Furthermore, we utilize this ID infor-
mation while training the posture predictor to prevent the
limited actor problem. By considering ID information, we
improved the posture detection performance by limiting the
bias that occurred due to the aforementioned problem.

We also adopt structural information while predicting the
posture information. A number of studies [19, 25, 33, 51,
64, 71] proved that structural information such as skele-
ton considerably affects detecting the posture of instances.
Therefore, we consider structural as well as ID information
while predicting irregular postures. We split the foreground
and background of instances by utilizing the segmentation
mask of instances. Furthermore, we adopt keypoints predic-
tion with foreground information to detect people in fallen
postures. This type of structural information encourages the
network to understand the posture of an instance in an irreg-
ular posture.

In this paper, we propose H3Net that considers struc-
ture and ID information while predicting the posture of
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(a) Input (b) Segmentation & ID (c) Keypoints (d) Posture

Figure 1. The prediction results of our method on IHP [6] dataset. In Fig. 1a (Up and Down), the identical instances are located on
different backgrounds with different postures. Our approach successfully predicts the segmentation, keypoints, and postures, as well as ID
information of instances in diverse scenes. In Fig. 1b, segmentation results are shown in the same color when instances are identified with
an identical ID. Also, Fig. 1d demonstrates the posture of each instance through the color of its bounding box (white: normal, red: fallen).

an instance. H3Net handles structural and ID information
through the Human Structure Attention Module (HSAM)
and the Human Character Attention Module (HCAM). As
depicted in Fig. 1, the prediction results of H3Net were
shown in order of structure, character, and posture. Fur-
thermore, we also propose a new type of posture loss that
considers the limited actor problem. We tested our methods
on a large-scale fallen person dataset to show the improve-
ment in posture detection performance.

2. Related Works

2.1. Human Posture Understanding

Many datasets were proposed to understand the posture of
a person [2–4, 6, 7, 11, 26, 30, 32, 37, 62] using visual
information. One of the methods, such as MPII [3] and
COCO [37] datasets, targeted to detect a human pose on var-
ious images. To predict more complicated postures, Stand-
ford40 [62] and MPHB [7] were proposed with a number of
posture classes. For fallen person detection, early methods
proposed a number of datasets [1, 5, 13, 41, 67] which are
gathered in limited areas. Furthermore, an indoor fallen per-
son detection dataset referred to as IASLAB-RGBD fallen
person [4] provided the location and RGBD images of a
fallen person in laboratory scenes. Recently, large-scale
datasets of fallen person detection were created [2, 6] to
understand irregular postures.

Based on these datasets, there were many approaches to
understanding the posture of a person. AlphaPose [20, 21,
35], Openpose [8, 9, 52, 59], and Keypoints RCNN [27]
were one of the methods that can localize the instance and

keypoints simultaneously. While HRNet [18, 53, 58], pro-
posed multi-scale feature space to predict the skeleton of a
small person in a bottom-up human pose estimation prob-
lem. DEKR [24] utilized adaptive convolution to disentan-
gle the keypoints regeression problems. The development
of skeleton prediction provoked a number of studies to pre-
dict the action and posture of a person.

STGCN [64] is one of the early methods to predict the
action using the keypoints information without any visual
information. Based on this research, a number of stud-
ies [19, 25, 33, 51, 71] were proposed to predict the action
of a person based on pose information. For further under-
standing of a posture, the interaction between human and
object was considered [12]. Detection transformer [10] was
used to handle Human-Object Interaction (HOI) problem
such as [17, 31, 54, 65, 72]. The interactions that the HOI
handles were mostly related to the posture of a person.

2.2. Person Tracking and Re-identification

Multi-Object Tracking (MOT) datasets [23, 43, 55] pro-
vides both image-level annotations and inter-frame relation-
ship of instances. MOT datasets provide the ID information
throughout the video to inform people’s movement between
the frames. Furthermore, the advancement of object detec-
tion [22, 27, 47, 49, 50, 57] methods provoked the develop-
ment of tracking algorithms. Based on these datasets and
studies, many methods were proposed to handle the track-
ing problems using detection methods. [42, 46, 56, 66].

Person re-identification also considers the relationship
between instances in different frames. A number of works
were proposed [16, 28, 39, 61, 68, 70] to study the tem-
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Figure 2. The main architecture of H3Net. Our method consists of 5 heads that predict instances’ location, structure, ID, and posture. Our
posture heads consist of two attention blocks: 1) HSAM and 2) HCAM. Furthermore, given two different inputs with identical actors, we
adopt Human ID Dependent Posture (HID2) loss Lp while training the posture classifier with predicted ID information.

poral information that can be obtained through a video in-
puts. As another approach, multi-modal re-identification
methods [14, 15, 36, 63] were also proposed to help un-
derstand the detailed attributes of a person. Based on these
approaches, we propose a network that can track and si-
multaneously predict an instance’s posture. Furthermore,
we utilize the ID prediction of a person during the training
phase as a regularization term.

3. Methods

We propose H3Net to predict the posture of a person who
has fallen. The H3Net has 5 prediction heads: 1) bbox
head that estimates the regression problem of the predicted
bounding box, 2) mask head that predicts the segmentation
mask, 3) keypoints head that predicts the location of hu-
man keypoints, 4) tracking head that predicts the appear-
ance embedding of a person, and 5) posture head that con-
siders structural and character information to predict the
posture. Additionally, within the posture head, we intro-
duce two attention modules: 1) Human Structural Attention
Module (HSAM), and 2) Human Character Attention Mod-
ule (HCAM). Moreover, we propose the HID2 loss that con-
siders the character information of individuals.

3.1. H3Net

The H3Net considers input image x sampled from dataset
X and posture y sampled from ground truth labels Y .
For a given inputs xi, xk ∼ X × X with ground truth
postures yi and yk, H3Net obtains n1 and n2 regions of
interest and extracts features f11 , f21 , ..., fi1 , ..., fn1 and
f12 , f22 , ..., fk2

, ..., fn2
before predicting the postures. As

depicted in Fig. 2, the bounding box and classification heads
estimate the regression value of location and objectness of
f . The mask and keypoints heads predict the structural in-
formation of individual instances to consider the pose and
region. The tracking head generates appearance embedding
of instances to integrate ID information while understand-
ing the posture. Lastly, the posture head predicts the state
of a person based on structural and character information
inferred from the previous head.

3.2. Human Structure Attention Module

To consider structural information such as posture and ap-
pearance of instances, we built the Human Structural Atten-
tion Module (HSAM). The HSAM utilizes both mask and
keypoints information, which are obtained from the mask
head M and the keypoints head K, respectively, and are
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defined as follows:

s = M(f) (1)
k = K(f), (2)

where s and k denote the prediction results of the segmen-
tation mask and keypoints heatmap, respectively. Through
s, we separate the object region and background region by
applying a mask to f . During this process, s initially aligns
its channel dimension and spatial size with f by using the
convolution layer Ws. The foreground feature lfg and back-
ground feature lbg are given as:

lfg = f ◦Ws(s) (3)
lbg = f ◦ (1−Ws(s)), (4)

where ◦ denotes the Hadamard product. To integrate key-
points location, we adopt k to the foreground feature. At
this time, k also goes through a convolution layer prior to
computation, aiming to align its dimensions and spatial size
with lfg . After integrating the keypoints location, we obtain
mfg which is given as:

mfg = lfg ◦Wk(k). (5)

Finally, we concatenate the structured foreground attention
feature and background attention feature and compress the
concatenated feature using a dimension-based convolution
layer. Then, we perform element-wise addition Wfgbg with
the original feature. As a final output, we perform a con-
catenation, compression, and addition, which are given as:

mS = Wfgbg([mfg, lbg]) + f (6)

where mS denotes the final output of HSAM. Through
HSAM, we designed to consider the foreground and back-
ground of information before predicting the postures with
keypoints locations.

3.3. Human Character Attention Module

The Human Character Attention Module (HCAM) uses out-
puts from HSAM mS and identity information obtained
from the tracking head T which is given as:

t = T (f), (7)

where t denotes the feature that holds the ID information.
Based on t, the ID classifier I predicts the ID of a human
instance C which is given as:

C = I(t). (8)

Using t, we obtain ID integrated feature mID. The mID is
given as:

mID = mS ◦ t. (9)

By integrating t, we obtained features that consider not only
structural information but also the characters of an instance.
As a final output m of HCAM, we perform element-wise
addition with the original feature which is given as:

m = mID + f, (10)

where m denotes the character information included feature.
The m integrates the structural information from mS and
the appearance information of each instance.

3.4. Human ID Dependent Posture (HID2) Loss

The posture classifier P takes features obtained from
HCAM and classifies the posture p. P consists of 2 con-
volution layers and 2 linear layers. p is given as:

p = P(m). (11)

Unlike many other datasets, gathering images of humans in
irregular postures is not an easy task. Conventional datasets
collected various scenes by hiring actors that pretend to
have irregular postures. As a result, this method contains a
small number of people who are in an irregular state. There-
fore, we propose a Human ID Dependent Posture (HID2)
loss that considers duplicated people that appear through-
out the whole dataset. The HID2 loss Lp is given as:

Lp = Ei[Ej [
CE(pij , yij )∑

k

∑
l 1(I(T (fkl

)) = I(T (fij )))
]], (12)

where CE denotes cross entropy loss, and 1 denotes indi-
cator function.When fij and fkl

turn out to be the feature
of identical instances, the total value of the denominator be-
comes larger. Consequently, when a person appears sev-
eral times in the training dataset, the weight value of CE
decreases to prevent a limited actor problem. As a result,
HID2 loss prevents the bias induced due to multiple occur-
rences of duplicated actors.

3.5. Training Objective

The final objective of our method is to find optimal parame-
ters that minimize the total loss L. The weighted summation
of multiple loss functions is the total loss, which is given as:

L = λ1Lcls + λ2Lbox + Lsegm

+Lkey + λ3Ltrack + λ4Lp,
(13)

where λ1, λ2, λ3 and λ4 are weight parameters. The
Lcls, Lbox, Lsegm, Ltrack, and Lkey denote classification,
bounding box regression, segmentation, tracking, and key-
points loss independently. Therefore, the final objective is
to find the optimal θ∗, which is given as:

θ∗ = argmin
θ

L(x; θ), (14)

where θ denotes the network parameters of H3Net.
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Dataset Models AP AP50 AP75 APs APm APl

IHP [6]
HSENet [6] bbox 75.768 88.175 83.800 80.099 79.934 73.246

Iter-E2EDET [69] bbox 76.555 90.849 84.852 85.219 81.534 72.939
Ours bbox 77.542 91.030 85.883 51.673 81.284 76.271

VFP290K [2]

Yolov3 [48] bbox 59.0 81.3 67.0 - - -
DETR [10] bbox 60.5 86.8 68.7 - - -

Faster R-CNN [50] bbox 73.2 87.3 79.9 - - -
Iter-E2EDET [69] bbox 74.070 89.935 80.909 12.016 66.180 81.248

Yolov5 [29] bbox 74.1 83.8 78.4 - - -
DetectoRS [45] bbox 74.6 86.6 74.6 - - -

Ours bbox 74.916 88.643 81.804 8.208 69.004 80.435

Table 1. Quantitative results of our methods on IHP [6] and VFP290K [2] datasets. The HSENet [6] and Faster R-CNN [50] utilize
ResNet50 with FPN [38] as a backbone network. Our method exhibited improved detection performance bounding box AP metrics for
both large-scale fallen person detection datasets.

4. Experiments

4.1. Datasets

To detect people fallen on the ground, we have adopted
IHP [6], VFP290K [2], and MOT16 [43] datasets. While
VFP290K [2] divided people into two classes: 1) normal
and 2) fallen, IHP [6] describes the posture of a person us-
ing 6 different classes. Therefore, we combined the non-
fallen labels into the ‘normal’ class, facilitating a compre-
hensive comparison of detection results with both IHP [6]
and VFP290K [2]. The IHP [6] dataset contains 28k images
with 54k instances with keypoints and segmentation labels.
While the VFP290K [2] dataset provides 290k frames of
training images, up to 8 people appear in each frame. The
MOT16 [43] dataset provides the ID and location of people
in various scenes. We utilized the MOT16 [43] dataset, to
train the tracking branch to predict the ID information of the
instances.

4.2. Implementation Details

We used ResNet50 with FPN [38] as a backbone network
and Detectron2 [60] library in PyTorch [44] was used to
implement all networks and classifiers. The bounding box,
classification, keypoints, and mask head adopt the network
architecture proposed in Mask RCNN [27]. The tracking
head adopts Re-ID head of FairMOT [66]. We trained
our network on a GPU machine with Intel® Xeon® Gold
6248 @ 2.50GHz CPU and 8 Titan RTX 24GB GPUs. The
weight parameters λ1 = 3, λ2 = 2, λ3 = 1, and λ4 = 0.1
were used while training the network. We adopted an SGD
optimizer with an initial learning rate of 0.02 and weight
decay of 0.9.

4.3. Quantitative Results

We have compared our method on both large-scale fallen
person detection datasets. As shown in Tab. 1, we measured

the detection performance using AP. For detailed informa-
tion, we also provide the AP measure depending on the
threshold of IoUs and the size of the instance. For IHP [6]
and VFP290K [2], our model improved up to 2% in AP
metric for the overall bounding box detection task. Since
the baseline results from VFP290K [2] do not provide AP
over the size of instances, we only compare it with varying
the threshold of IoU values.

4.4. Qualitative Results

Our method shows improved posture detection results com-
pared to other conventional algorithms. In Figs. 3 and 4, we
present our detection results of the fallen person on IHP [6]
and VFP290K [2] dataset. Due to the adoption of tracking
heads, our method can predict both the posture and ID of
people. The ID of each instance is depicted using the color
of the predicted segmentation mask. However, in Fig. 3b,
the color of the segmentation mask only depicts the pre-
dicted posture of instances. The results show that the same
tracking ID is assigned to the same person across different
scenes, which indicates that our network considers the rep-
resentation of visual embedding.

4.5. Ablation Studies

We provide the ablation results of our method in Tabs. 2
and 3. We did not include the HID2 loss, HSAM, and
HCAM one by one while training the H3Net on two training
datasets. For experiments on VFP290K [2] dataset, HSAM
is not considered due to the nonexistence of segmentation
and keypoints annotations. From Tabs. 2 and 3, our method
improves the detection performance on both datasets. In
Tab. 2, we measured the performance of the networks for 3
different tasks. In particular, we discovered that incorporat-
ing two attention modules and HID2 loss significantly en-
hanced the AP compared to merely conducting joint train-
ing of MOT [43] dataset. In Tab. 3, we present results
without HSAM as the VFP290K [2] dataset does not pro-
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(a) Inputs (b) HSENet [6] (c) Ours

Figure 3. Qualitative results of IHP [6] dataset. Our method predicts both structural and ID information of each instance. The predicted
ID information is depicted through the color of the segmentation mask, and posture is denoted through the color of the bounding box (red:
fallen and white: normal).
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(a) Inputs (b) Faster R-CNN [50] (c) Ours

Figure 4. Qualitative results of VFP290K [2] dataset. The input images are sampled from the test set of VFP290K [2]. Since VFP290K [2]
dataset does not provide structural information, we only predicted the ID of instances. The predicted ID information is written on the top
corner of the bounding box, and posture is denoted through the color of the bounding box (red: fallen, and white: normal).
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Model Task AP AP50 AP75 APs APm APl

Base [6]
bbox 75.768 88.175 83.800 80.099 79.934 73.246
key 70.378 85.410 77.035 - 77.253 66.755
segm 70.334 87.724 83.060 53.333 72.177 68.549

+Tracking
bbox 76.607 88.981 84.206 90.000 80.452 73.950
key 72.579 86.307 78.452 - 78.907 68.863
segm 71.345 88.886 82.975 18.221 73.186 69.403

+ Tracking + HSAM
bbox 77.187 89.820 85.846 55.149 81.123 73.734
key 73.739 86.610 80.544 - 80.469 70.334
segm 70.434 89.452 83.700 22.252 71.752 68.810

+ Tracking + HCAM
bbox 77.288 89.935 85.943 81.099 81.727 74.951
key 73.790 86.715 80.018 - 81.355 70.468
segm 70.568 89.567 83.577 40.667 71.567 69.340

+ Tracking + HSAM + HCAM
bbox 77.466 89.751 85.695 80.772 81.360 74.823
key 73.263 86.954 80.136 - 69.862 71.424
segm 70.577 88.927 83.507 14.155 72.203 68.939

+ Tracking + Lp

bbox 76.851 90.375 85.167 65.050 80.534 74.232
key 73.393 86.616 78.286 - 78.940 69.927
segm 72.320 89.510 84.877 40.000 73.951 70.401

Full
bbox 77.542 91.030 85.883 51.673 81.284 76.271
key 73.680 87.584 80.087 - 81.220 71.239
segm 72.658 88.448 83.217 36.465 74.333 71.845

Table 2. The ablation studies of our method on IHP [6] dataset. We measured AP of 3 different tasks: 1) bbox, 2) key, and 3) segm.
Based on the segmentation and keypoints predictions, we measured the effects of our methods.

Model AP AP50 AP75 APs APm APl
Base [2] bbox 73.2 87.3 79.9 - - -
+ Tracking bbox 74.074 88.517 81.705 9.067 67.462 79.951
+ Tracking + HCAM bbox 74.377 87.748 80.091 7.867 67.680 79.982
+ Tracking + Lp bbox 74.473 88.588 80.454 7.981 68.158 80.052
Full bbox 74.916 88.643 81.804 8.208 69.004 80.435

Table 3. The ablation studies of our method on VFP290K [2] dataset. Since the VFP290K [2] dataset does not provide any structural
information, we included character ID-related methods such as HCAM and HID2 loss while training H3Net. Considering the ID of
instances improves the detection performance compared to simple joint training of the tracking head.

vide structural information. Likewise, we observed that our
method enhances detection performance compared to con-
ventional multitask training. Our approach effectively miti-
gates the limited actor problem encountered in training net-
works for fallen person detection.

5. Conclusions

We proposed an irregular posture detection network re-
ferred to as H3Net, which integrates HID2 loss along with
two specialized attention modules: 1) Human Structure At-
tention Module (HSAM) and 2) Human Character Atten-
tion Module (HCAM). The HSAM deals with structural in-
formation such as segmentation mask and keypoints loca-
tion, while the HCAM focuses on ID prediction, encom-
passing character information for each instance. To address

the prevalent limited actor problem in large-scale fallen per-
son datasets, we have also incorporated the use of HID2

loss, which utilizes the predicted ID. This approach ensures
that H3Net effectively overcomes the existing limitations in
detecting irregular human postures in these datasets.
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