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Abstract

Recent progress in the few-shot adaptation of Vision-
Language Models (VLMs) has further pushed their gen-
eralization capabilities, at the expense of just a few la-
beled samples within the target downstream task. How-
ever, this promising, already quite abundant few-shot liter-
ature has focused principally on prompt learning and, to a
lesser extent, on adapters, overlooking the recent advances
in Parameter-Efficient Fine-Tuning (PEFT). Furthermore,
existing few-shot learning methods for VLMs often rely on
heavy training procedures and/or carefully chosen, task-
specific hyper-parameters, which might impede their appli-
cability. In response, we introduce Low-Rank Adaptation
(LoRA) in few-shot learning for VLMs, and show its po-
tential on 11 datasets, in comparison to current state-of-
the-art prompt- and adapter-based approaches. Surpris-
ingly, our simple CLIP-LoRA method exhibits substantial
improvements, while reducing the training times and keep-
ing the same hyper-parameters in all the target tasks, i.e.,
across all the datasets and numbers of shots. Certainly, our
surprising results do not dismiss the potential of prompt-
learning and adapter-based research. However, we believe
that our strong baseline could be used to evaluate progress
in these emergent subjects in few-shot VLMs.

1. Introduction

Vision-Language Models (VLMs), such as CLIP [42],
have emerged as powerful tools for learning cross-modal
representations [23, 31, 42, 54, 57, 58]. Pre-trained on
extensive collections of image-text pairs with a contrastive
objective [42], VLMs learn to align these two modalities,
enabling zero-shot prediction by matching the visual
embeddings of the images and text descriptions (prompts)
representing the target tasks. This joint representation
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space of visual and textual features has also opened up new
possibilities in the Pre-training, Fine-tuning, Prediction
paradigm, through adaptation with very limited amounts
of task-specific, labeled data [60, 62, 63], i.e., few-shot
adaptation. Nonetheless, their efficacy often relies on
the use of transformer-based architectures [49], where
larger variants significantly outperform smaller ones.
For instance, in CLIP, the ViT-L/14 model significantly
surpasses the ViT-B/16 version by over 6% in accuracy
on ImageNet [9]—a disparity that persists even following
few-shot adaptation of the models. This underscores the
need for efficient vision-language fine-tuning methods that
are scalable to large models. The recent and emergent few-
shot vision-language literature, although quite abundant
already, has so far overlooked the computational overhead
and memory footprint of fine-tuning strategies. This is the
case of both the so-called adapters, which equip the models
with additional trainable parameters [60], and popular
prompt-learning methods [62], which fine-tune the input
text prompts. This can increase the computational demand
and the size of these already substantial models.

These questions surrounding the fine-tuning stage have
triggered wide interest in NLP, where the increase in the
sizes of foundational models is going at a fast pace, with
some models boasting over 176 billion parameters [50],
and even up to 540 billion [7]. To address these challenges,
Parameter Efficient Fine-Tuning (PEFT) methods, which
attempt to fine-tune only small amounts of parameters
(in comparison to the original large models), have gained
substantial attention [33]. Popular PEFT methods include
selecting a subset of the existing parameters [56], adding
small trainable modules called adapters [6, 20, 25, 34, 44],
or adding trainable (prompt) tokens [24, 29, 32]. Re-
cently, a novel approach consisting of solely fine-tuning
low-rank matrices called Low-Rank Adaptation (LoRA)
has appeared as a promising and practical method [21].
PEFT approaches, such as LoRA, have democratized
the fine-tuning of large-language models, enabling even
the management of billion-parameter models on a single
GPU [11]. Far from merely enhancing computational
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efficiency, empirical evidence has shown that, in the large-
scale fine-tuning setting, LoRA could match or even exceed
the performance of updating all model’s parameters [21].
Although very promising/popular, and quite surprisingly,
this fast-growing PEFT literature [11, 21, 27, 48, 59, 64]
has found little echo in few-shot vision-language, where
the dominant approaches have mainly focused on prompt
tuning [3, 5, 53, 61–63] or adapters [14, 55, 60].

The original CLIP paper demonstrated that better tex-
tual descriptions could greatly impact the zero-shot predic-
tion [42]. This observation has been a strong motivation
for the emergence of prompt tuning [29], a strategy that
has been widely adopted within the vision-language com-
munity, following the seminal work of CoOp [62]. Indeed,
CoOp popularized prompt tuning in the setting of few-shot
VLMs. This has triggered a quite substantial recent litera-
ture focusing on improving prompt-learning performances
for VLMs, in both the few-shot [3, 5, 10, 36, 53, 61–63]
and unsupervised settings [13, 22, 38]. While prompt learn-
ing methods improve the zero-shot performances, they in-
cur heavy computational load for fine-tuning and might be
hard to optimize, since every gradient update of the input
requires back-propagating through the entire model; see the
training times in Table 1.

Alongside this expanding prompt-tuning literature, there
has been a few attempts to propose alternative approaches
for few-shot VLMs, generally relying on adapters [14, 55,
60]. However, the performances of such adapters depend
strongly on a set of hyper-parameters (such as the learn-
ing rate, number of epochs, or parameters controlling the
blending of image and text embeddings) [45], which have
to be found specifically for each target dataset. This is done
via intensive searches over validation sets, requiring addi-
tional labeled samples and incurring computational over-
head, which reduces their portability to new tasks.

Contributions. In this work, we investigate the deploy-
ment of Low-Rank Adaptation (LoRA) in the context of
few-shot VLMs, an emergent, already quite abundant lit-
erature dominated by prompt-learning and adapter-based
strategies. We thoroughly examine different design choices
for deploying LoRA in this context, namely, the choices
of the encoders (vision, language or both), of the specific
weight matrices to adapt, and of the rank of the matri-
ces. We conduct comprehensive empirical ablations and
comparisons, over 11 datasets, emphasizing the best de-
sign choices for our baseline and juxtaposing it to the ex-
isting state-of-the-art prompt- and adapter-based methods.
Surprisingly, our LoRA baseline beats the state-of-the-art
in few-shot VLMs by important margins, while reducing
the computational overhead. Furthermore, it relaxes the
need for intensive searches of the hyper-parameters over

dataset-specific validation sets, maintaining a consistent
hyper-parameter configuration across all the target tasks.
While our surprising results do not invalidate the promise
of prompt-learning and adapter-based strategies, we believe
this strong baseline could be used to evaluate progress in
these emergent subjects in few-shot VLMs.

2. Related work
Parameter-Efficient Fine-Tuning (PEFT). PEFT seeks to
reduce the high expense of fine-tuning large-scale models
by concentrating on (re-)training a relatively small num-
ber of parameters. These techniques can be categorized
into four groups, primarily distinguished by the choice of
parameters to train [33]. This often results in a trade-off
among memory footprint, computational overhead, and per-
formance. A summary is depicted in Figure 1.

The most straightforward way to avoid full fine-tuning is
through selective methods, which focus on a subset of the
existing model weights. Among these, BitFit [56] fine-tunes
only the biases of both the attention and MLP layers in the
transformer blocks, while other approaches prune the model
to create a task-specific subset of parameters [15, 19].

Secondly, adapters integrate additional trainable mod-
ules into the original frozen architecture [6, 20, 25, 34, 44];
for example, by shifting and scaling deep features [34].
They also demonstrate their versatility and effectiveness in
various tasks implying vision and language [47]. Nonethe-
less, the primary drawback of using adapters is the addi-
tional number of parameters after adaptation, which can
lead to higher inference latency, even though some recent
works aim at mitigating this issue [41].

Thirdly, there is prompt tuning or token-based tun-
ing [24, 29, 32], which involves adding learnable tokens ei-
ther to the input or at intermediate sequences. This strategy
has been particularly popular in vision-language for few-
shot and zero-shot learning, replacing hard-to-design tem-
plate prompts with learnable soft ones [38, 62]. Initially ap-
plied to textual prompts, recent works have extended this
technique to train visual tokens within transformer-based
architectures [24]. This research direction has begun to
spark interest in the few-shot vision-language field [26].

Finally, Low-Rank Adaptation (LoRA) [21] adds low-
rank matrices to explicitly represent weight changes while
keeping the original parameters frozen. These explicit
changes can then be merged with original weights prior in-
ference, inducing no additional inference latency in com-
parison to the vanilla model. LoRA operates on the hypoth-
esis that updates required for the fine-tuning process exhibit
a low “intrinsic rank” [1, 30], a property we can directly
control with the rank of each weight change matrix. In this
respect, LoRA can be viewed as an adapter approach, yet
it offers the advantages of selective methods by providing
a direct aggregation of its module, eliminating the need for
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Intermediate token
Template token

Class token
Frozen layer

Trainable layer
Trainable token

Selective Prompt LoRAAdapter

W ΔW

W ΔW

Training

(a) Prompt, Adapter and Low-rank techniques introduce extra parameters
for training, which may potentially extend training duration and/or mem-
ory footprint in comparison to selective methods. However, they have the
advantage of being more flexible and are often easier to use.

Intermediate token
Template token

Class token
Frozen layer

Trained layer
Trained token

Selective Prompt LoRAAdapter

W + ΔW

W + ΔW

Inference

Selective

(b) Prefix and Adapter methods result in extra parameters after adapta-
tion, potentially increasing inference time and memory footprint relative
to the vanilla model. Conversely, LoRA merges newly trained low-rank
matrices with the original frozen ones, eliminating additional parameters
at inference.

Figure 1. Different categories of Parameter-Efficient Fine-Tuning (PEFT) methods during (a) training, and (b) inference.

extra parameters at the inference stage. Several versions of
the original LoRA have since appeared, some focusing on
making the rank adaptive for each matrix [48, 59], others
pushing its performance [4, 27, 64] or reducing its memory
footprint through quantization [11, 43].

Few-shot learning in Vision-Language. Large scale
VLMs have shown excellent results in several vision
tasks [58]. This success has created interest in developing
adaptation techniques that capitalize on their general knowl-
edge [51]. Among these, prompt tuning [29] has emerged
as the primary method for adapting VLMs with few la-
beled data [3, 5, 10, 36, 53, 61–63]. CoOp [62] optimizes
learnable common continuous tokens attached to the class
names, described as a context optimization. CoCoOp [61]
trains a neural network to generate instance-conditioned to-
kens based on the image. Further efforts like ProGrad [63]
and KgCoOp [53], among others [3], guide prompts to-
wards predefined handcrafted ones, for example, thanks to
gradients projection [63] with the idea of preserving initial
knowledge during learning.

Among prompt-learning works, PLOT [5] is one of the
first to adapt jointly the text and image modalities. They
propose to align learned prompts with finer-grained visual
features through an optimal transport formulation. Note that
this cross-modal adaptation is also a key factor in our ap-
proach, as discussed in Section 6. Following a similar tra-
jectory, MaPLe [26] introduces intermediate learnable to-

kens within both the vision and text encoders, while mak-
ing them interdependent at each level. They further demon-
strate that adapting both modality branches allows for more
flexibility in the downstream tasks.

Adapter-based methods offer an alternative strategy
and are increasingly studied in vision-language [14, 55,
60]. CLIP-Adapter [14] learns visual adapters to com-
bine adapted and original features. A few other methods
propose to leverage the knowledge of these models while
only accessing their final embedding state. Examples in-
clude parameter-free plug-in attention for the zero-shot sce-
nario [16], or Tip-Adapter(-F) [60] using a cache model in
few-shot learning. In a similar vein, TaskRes [55] keeps
the original text weights frozen and introduces task resid-
ual tuning to learn task-specific adapters built on the initial
knowledge.

3. Few-shot fine-tuning for VLMs
This section provides a broad overview of recent few-shot
fine-tuning methods designed for VLMs, summarized in
Figure 1. First, let us introduce a few basic notations and
definitions.

When dealing with a classification task based on a
vision-language model, and given a set of K candi-
date classes, one creates textual descriptions, the so-
called prompts [35], each corresponding to a class,
e.g., ck is the tokenized version of a photo of a
[kth class name], k = 1, . . . ,K. Let tk = θt(ck) de-
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Table 1. Training time on 16-shots ImageNet task. Experiments
were conducted on a single A100 80Gb with the original code pro-
vided by the authors. For PLOT++ the time reported includes the
2 training stages.

Method Training time

CoOp (16) 2h
PLOT++ 15h30
ProGrad 3h20
CLIP-LoRA 50 min.

notes the corresponding normalized (unit-hypersphere) tex-
tual embedding representation, with θt representing the pa-
rameters of the language encoder. Similarly, each image
xi, i = 1, . . . , N , is projected onto a normalized embed-
ding space of the same dimension, using the visual encoder
θv: fi = θv(xi).

The zero-shot prediction is the simplest form of adapt-
ing VLMs to a downstream task, which follows their pre-
training procedure [42]. Pairing each text embedding tk
with fi, the visual embedding of test image xi, one could
measure their cosine similarity, yielding a prediction logit:

li,k = f⊤i tk. (1)

This also yields a probabilistic prediction, in the form of a
posterior softmax probability of class k given test input xi:

pi,k =
exp(li,k/τ)∑K
j exp(li,j/τ)

(2)

where τ is a softmax-temperature parameter1. Hence, zero-
shot classification of image xi is done by finding the class
with the highest posterior probability: k̂ = argmaxk pi,k.

In the few-shot setting, and to further adapt these mod-
els, we assume that we have access to N/K labeled samples
for each target class, the so-called support set. N denotes
the total number of support samples, and N/K (the num-
ber of shots per class) is typically small (less than 16). Let
yik denotes the one-hot encoded label for a labeled support
image xi, i.e., yik = 1 if k is the class of image xi and 0
otherwise. Then, we minimize the cross-entropy (CE) loss:

− 1

N

N∑
i=1

K∑
k=1

yik ln pi,k (3)

This is done either (i) by fine-tuning the input prompts, ck,
k = 1, . . . ,K, as in prompt-tuning methods following on
from the pioneering work of CoOp [5, 26, 53, 61–63]; or
(ii) by updating a set of additional parameters, as in adapters

1Note that each CLIP version comes with a temperature scaling τ ,
which is optimized along with the learnable parameters during pre-
training.

[14, 55, 60]. Note that other methods propose to tune addi-
tional intermediate tokens [26], which we include under the
category ‘’prompt tuning” for a more general terminology.
We will now detail the two current strategies used in VLMs:
Prompt tuning (P) and Adapters (A).

Prompt tuning (P). The way prompting is performed
in VLMs could significantly impact the ensuing perfor-
mances [42]. To address this issue, soft prompt tuning [29,
32] optimizes text-input tokens, which could be extended
to intermediate layers [32]. Similarly, if a transformer-
based [49] architecture is used, these learnable tokens can
be inserted in vision models [24]. In the context of few-shot
VLMs, the authors of [62] introduced context optimization
(CoOp), which constructs text input ck as continuous train-
able vectors:

ck = (v1
k, . . . ,v

M
k , [classk]) (4)

Where M denotes a hyper-parameter, (vl
k)1≤l≤M are train-

able text tokens, and [classk] is a fixed token. The lat-
ter is the word embedding vector of the name of the kth

class. These trainable vectors are updated as task-specific
text prompts by using the standard supervised CE classi-
fication loss in Eq. (3), along with the few-shot labeled
samples. Prompt tuning has a clear advantage over adapter-
based methods: They remove the need for heuristically
choosing the text prompts [62], which are specifically engi-
neered for each task, and whose choice might affect the per-
formances significantly. While prompt-tuning methods im-
proves significantly the performances of classification, they
incur heavy computational load for fine-tuning and might be
hard to optimize, since every gradient update of the text in-
put requires back-propagating through the entire model (see
the training times reported in Table 1).

Adapters (A). Instead of updating the text prompts, an-
other class of methods, called adapters, augment the pre-
trained model with extra parameters while keeping the ex-
isting ones frozen [20]. This provides an efficient way to
control the number of trainable parameters. The idea has
been recently explored in the few-shot vision-language set-
ting [14, 55, 60]. In this setting, adapters could be viewed
as feature transformations, via some multi-layer modules,
appended to the encoder’s bottleneck. This enables to learn
transformations blending image and text features, with log-
its taking the following form:

li,k = θa(fi, tk) (5)

where θa denotes the additional trainable parameters of the
adapter. These are fine-tuned by minimizing the CE loss
in (3), using the labeled support set but now with logits
li,k transformed by (5). For example, CLIP-Adapter [14]
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added a multi-layered perceptron to modify the features.
Tip-Adapter [60] added a module, which evaluates class
scores via some pairwise similarities between the features
of the labeled samples, and integrates these scores with the
embeddings of the text prompts. This class of methods re-
duce the computational load in comparison with prompt-
tuning techniques. However, as pointed out recently in the
experiments in [45], their performances seem to depend
strongly on some key hyper-parameters that have to be ad-
justed specifically for each downstream task. This is is done
via intensive searches over validation sets, requiring ad-
ditional labeled samples [60] and incurring computational
overhead, which reduces their portability to new tasks.

4. CLIP-LoRA
Low-Rank Adaptation (LoRA) [21] models the incremen-
tal update of the pre-trained weights as the product of two
small matrices, A and B, based on the idea of ‘’intrinsic
rank” of a downstream task. For an input x, a hidden state
h, and a weight matrix W ∈ Rd1×d2, the modified forward
pass, following the application of a LoRA module, is:

h = Wx+ γ∆Wx = Wx+ γBAx (6)

where A ∈ Rr×d2, B ∈ Rd1×r, ∆W ∈ Rd1×d2 of rank
r, with r typically ≪ {d1, d2}, and γ a scaling factor. Val-
ues in A are randomly initialized via Kaiming initialization
while B is filled with zeros. This implies that there is no in-
cremental update before training, and therefore, the output
remains unchanged.
In the original LoRA paper, the low-rank matrices are ap-
plied on the attention matrices of transformer-based archi-
tectures [49]. They typically consist of L stacked blocks,
each containing a multi-head attention (MHA) module:

headi = Softmax
(
xWqi(xWki

)T√
d

)
(xWvi)

MHA(x) = concat(head1, ..., headH)Wo

where d is a scaling factor and WKi
, WQi

, WVi
, Wo

are weight matrices, corresponding respectively to the key,
query, value and output matrices. Note that other works
extend this approach to the feed-forward module’s weight
matrices [17].

LoRA for VLMs. A straightforward way to apply LoRA
in vision-language is to apply it to all the matrices of the
vision and text encoders. However, due to the relatively
small supervision inherent to the few-shot setting, we only
apply low-rank matrices on the query, key and value ma-
trices with r = 2. We regularize the input of the LoRA
module by a dropout layer with p = 0.25 [21]. The num-
ber of iterations is set equal to 500 times N/K (the number

of labeled samples per class). We used a learning rate of
2 ∗ 10−4, with a cosine scheduler and a batch size of 32, so
that all training could be performed on a single GPU of 24
Gb. These hyper-parameters are kept fixed across all the ex-
periments. The input prompt is simply set to a photo of
a [kth class name], k = 1, . . . ,K, for every dataset,
to emphasize the applicability of CLIP-LoRA without re-
sorting to complex initial manual prompting. Note that the
LoRA modules are positioned at every levels of both en-
coders. The impact of the location of the LoRA modules is
studied in Section 6, putting in evidence that adapting both
modalities can be necessary for certain tasks.

5. Few-shot learning
We follow the setting of previous work [62]. We
consider 10 datasets for fine-grained classification of
scenes (SUN397 [52]), aircraft types (Aircraft [37]),
satellite imagery (EuroSAT [18]), automobiles (Stanford-
Cars [28]), food items (Food101 [2]), pet breeds (Ox-
fordPets [40]), flowers (Flower102 [39]), general objects
(Caltech101 [12]), textures (DTD [8]) and human actions
(UCF101 [46]) as well as ImageNet [9]. These datasets of-
fer a thorough benchmarking framework for evaluating few-
shot visual classification tasks.

Comparative methods. We compare CLIP-LoRA to sev-
eral prompt-based methods: CoOp [62] (4) with 4 learn-
able tokens, CoOp [62] (16) with 16 learnable tokens, Co-
CoOp [61], PLOT++ [5] which is an adaption of the original
PLOT proposed by the same authors specifically designed
for transformer architectures, KgCoOp [53], MaPLe [26]
for which we follow the training procedure of their ”base-
to-new” setting, ProGrad [63] with 16 tokens. We also
report adapter-based methods: Tip-Adapter-F [60] for
which we reduce the validation set to a reasonable size of
min(n shots, 4), TaskRes [55] for which we only report the
not enhanced base performance due to its unavailability for
all datasets/shots/backbones studied in this paper. Despite
some questionable arbitrary choices as discussed in [45],
we keep their specific hyper-parameters [45] while CLIP-
LoRA uses the same hyper-parameters for every tasks.

CLIP-LoRA outperforms, on average, adapter- and
prompt-based few-shot methods. The strongest adapter-
based method in Table 2 is Tip-Adapter-F, which is not com-
petitive with CLIP-LoRA despite relying heavily on arbi-
trary hyper-parameters for each dataset (namely the starting
value of their α, β as well as the search range during vali-
dation). We can conclude the same for TaskRes, which also
relies on arbitrary choices for a given dataset, i.e., a specific
learning rate for ImageNet and a specific scaling factor for
the Flowers dataset. Regarding prompt-based approaches,
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Table 2. Detailed results for 11 datasets with the ViT-B/16 as visual backbone. Top-1 accuracy averaged over 3 random seeds is reported.
Highest value is highlighted in bold, and the second highest is underlined.

Shots Method ImageNet SUN Aircraft EuroSAT Cars Food Pets Flowers Caltech DTD UCF Average

0 CLIP (ICML ’21) 66.7 62.6 24.7 47.5 65.3 86.1 89.1 71.4 92.9 43.6 66.7 65.1

1

CoOp (4) (IJCV ’22) 68.0 67.3 26.2 50.9 67.1 82.6 90.3 72.7 93.2 50.1 70.7 67.2
CoOp (16) (IJCV ’22) 65.7 67.0 20.8 56.4 67.5 84.3 90.2 78.3 92.5 50.1 71.2 67.6
CoCoOp (CVPR ’22) 69.4 68.7 28.1 55.4 67.6 84.9 91.9 73.4 94.1 52.6 70.4 68.8
TIP-Adapter-F (ECCV ’22) 69.4 67.2 28.8 67.8 67.1 85.8 90.6 83.8 94.0 51.6 73.4 70.9
CLIP-Adapter (IJCV ’23) 67.9 65.4 25.2 49.3 65.7 86.1 89.0 71.3 92.0 44.2 66.9 65.7
PLOT++ (ICLR ’23) 66.5 66.8 28.6 65.4 68.8 86.2 91.9 80.5 94.3 54.6 74.3 70.7
KgCoOp (CVPR ’23) 68.9 68.4 26.8 61.9 66.7 86.4 92.1 74.7 94.2 52.7 72.8 69.6
TaskRes (CVPR ’23) 69.6 68.1 31.3 65.4 68.8 84.6 90.2 81.7 93.6 53.8 71.7 70.8
MaPLe (CVPR ’23) 69.7 69.3 28.1 29.1 67.6 85.4 91.4 74.9 93.6 50.0 71.1 66.4
ProGrad (ICCV ’23) 67.0 67.0 28.8 57.0 68.2 84.9 91.4 80.9 93.5 52.8 73.3 69.5
CLIP-LoRA (Ours) 70.4 70.4 30.2 72.3 70.1 84.3 92.3 83.2 93.7 54.3 76.3 72.5

4

CoOp (4) (IJCV ’22) 69.7 70.6 29.7 65.8 73.4 83.5 92.3 86.6 94.5 58.5 78.1 73.0
CoOp (16) (IJCV ’22) 68.8 69.7 30.9 69.7 74.4 84.5 92.5 92.2 94.5 59.5 77.6 74.0
CoCoOp (CVPR ’22) 70.6 70.4 30.6 61.7 69.5 86.3 92.7 81.5 94.8 55.7 75.3 71.7
TIP-Adapter-F (ECCV ’22) 70.7 70.8 35.7 76.8 74.1 86.5 91.9 92.1 94.8 59.8 78.1 75.6
CLIP-Adapter (IJCV ’23) 68.6 68.0 27.9 51.2 67.5 86.5 90.8 73.1 94.0 46.1 70.6 67.7
PLOT++ (ICLR ’23) 70.4 71.7 35.3 83.2 76.3 86.5 92.6 92.9 95.1 62.4 79.8 76.9
KgCoOp (CVPR ’23) 69.9 71.5 32.2 71.8 69.5 86.9 92.6 87.0 95.0 58.7 77.6 73.9
TaskRes (CVPR ’23) 71.0 72.7 33.4 74.2 76.0 86.0 91.9 85.0 95.0 60.1 76.2 74.7
MaPLe (CVPR ’23) 70.6 71.4 30.1 69.9 70.1 86.7 93.3 84.9 95.0 59.0 77.1 73.5
ProGrad (ICCV ’23) 70.2 71.7 34.1 69.6 75.0 85.4 92.1 91.1 94.4 59.7 77.9 74.7
CLIP-LoRA (Ours) 71.4 72.8 37.9 84.9 77.4 82.7 91.0 93.7 95.2 63.8 81.1 77.4

16

CoOp (4) (IJCV ’22) 71.5 74.6 40.1 83.5 79.1 85.1 92.4 96.4 95.5 69.2 81.9 79.0
CoOp (16) (IJCV ’22) 71.9 74.9 43.2 85.0 82.9 84.2 92.0 96.8 95.8 69.7 83.1 80.0
CoCoOp (CVPR ’22) 71.1 72.6 33.3 73.6 72.3 87.4 93.4 89.1 95.1 63.7 77.2 75.4
TIP-Adapter-F (ECCV ’22) 73.4 76.0 44.6 85.9 82.3 86.8 92.6 96.2 95.7 70.8 83.9 80.7
CLIP-Adapter (IJCV ’23) 69.8 74.2 34.2 71.4 74.0 87.1 92.3 92.9 94.9 59.4 80.2 75.5
PLOT++ (ICLR ’23) 72.6 76.0 46.7 92.0 84.6 87.1 93.6 97.6 96.0 71.4 85.3 82.1
KgCoOp (CVPR ’23) 70.4 73.3 36.5 76.2 74.8 87.2 93.2 93.4 95.2 68.7 81.7 77.3
TaskRes (CVPR ’23) 73.0 76.1 44.9 82.7 83.5 86.9 92.4 97.5 95.8 71.5 84.0 80.8
MaPLe (CVPR ’23) 71.9 74.5 36.8 87.5 74.3 87.4 93.2 94.2 95.4 68.4 81.4 78.6
ProGrad (ICCV ’23) 72.1 75.1 43.0 83.6 82.9 85.8 92.8 96.6 95.9 68.8 82.7 79.9
CLIP-LoRA (Ours) 73.6 76.1 54.7 92.1 86.3 84.2 92.4 98.0 96.4 72.0 86.7 83.0

Table 2 shows that CoOp and ProGrad are outperformed
by a large margin. The strongest competitor is, without a
doubt, PLOT++. PLOT++ necessitates a two-stage train-
ing (each of 50 epochs for ImageNet) as well as several
dataset-specific textual templates for their optimal transport
formulation, reducing its portability to other downstream
tasks. Overall, CLIP-LoRA performs better, especially on
ImageNet, UCF101 and Aircraft, while being more practi-
cal. However, it underperforms on two datasets, Food101
and OxfordPet, where few-shot learning offers minimal im-
provement. This may be attributed to the lack of regulariza-
tion, considering we use straightforward cross-entropy loss.
We observe a similar trend with CoOp, whereas approaches
that incorporate explicit regularization, such as ProGrad, do
not exhibit this issue. Note that more detailed results, in-
cluding for 2 and 8 shots, are available in the Appendix.

CLIP-LoRA performances are consistent across various
vision encoders. As depicted in Figure 2, CLIP-LoRA
surpasses, on average, the other few-shot methods with both
the ViT-B/32 architecture and the larger ViT-L/14. This fur-
ther supports the versatility of our approach. Detailed re-
sults for the three backbones are available in the Appendix.

CLIP-LoRA is computationally and memory efficient.
Table 1 compares the training time of the leading prompt-
learning methods; CLIP-LoRA achieves better performance
with shorter training. Moreover, the best performing
adapter method, namely Tip-Adapter-F, depends on a large
cache model that stores embeddings for all instances across
every class. In contrast, LoRA merges its adapted matrices
at the inference stage, thereby eliminating the need for extra
memory beyond what is required by the original model.
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Figure 2. Detailed few-shot learning results on the 10 fine-grained datasets and ImageNet with the ViT-B/16 visual backbone. Average
performance for the ViT-B/16, ViT-B/32 and ViT-L/14 on the same 11 datasets is reported in the last three plots, respectively.

6. How to apply LoRA for VLMs?

In this section, we delve into the utilization of LoRA mod-
ules, identifying three principal design considerations: (1)
the choice between tuning the vision encoder, the text en-
coder, or both, including the specific layers to adjust; (2)
the selection of attention matrices for tuning; and (3) the
determination of the appropriate rank for these matrices.
We explore these aspects across three datasets: ImageNet,
Stanford Cars, and EuroSAT. ImageNet was selected for its
broad diversity, while the latter two were chosen for their
distinctive behaviors. Results are depicted in Figure 3 for
seven different groups of adapted attention matrices and in-
creasing rank value.

Adapting both encoders leads to the best results on av-
erage. With the exception of EuroSAT, where adapting
solely the vision encoder shows marginally better stabil-
ity, tuning both encoders concurrently is the most effective
strategy, leading to significant enhancements. This aligns
with recent approaches that incorporate additional vision to-
kens [5, 26] to augment performance beyond what is achiev-
able with text-only prompt tuning, as seen in CoOp [62].

Tuning more attention matrices can lead to better re-
sults but... Among the four attention matrices studied,
adapting value or output matrices (Wv and Wo) appears to
be the best strategy, showing quite consistent differences in
performance. Moreover, as discussed in the original LoRA
paper and subsequent works [21, 59], adapting a larger
number of weight matrices can lead to better results. How-
ever, it can also decrease performance, as demonstrated on
ImageNet and StanfordCars with high rank. This is in line
with recent methods that aim to dynamically adjust the rank
of the matrices [48, 59].

Choosing the location of LoRA modules requires care-
ful consideration. The impact of LoRA module place-
ment—whether on the lower half (bottom), or the upper half
(up)—is illustrated in the bar plots of Figure 3 with varying
performance and no clear winner. We found it more effec-
tive to add LoRA modules across all layers. In comparison,
in the context of LLMs, AdaLoRA [59] suggests that al-
locating a larger rank to the middle and last layers rather
than the first ones yields better results. Similar strategies
applied for VLMs could reveal promising avenues for fu-
ture research.
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Figure 3. Top-1 accuracy with 4-shots for different matrices of the attention bloc and increasing rank, when the low-rank matrices are
positioned at every level of the encoders (All). The fourth bar plot study the impact of positioning the low-rank matrices only on the half
last levels (Up), the first half levels (Bottom), or at every level (All). Reported top-1 accuracy is averaged over 3 random seeds.

7. Conclusion

We established a strong baseline by consistently outper-
forming prompt- and adapter-based methods in few-shot
adaptation of Vision-Language Models (VLMs) using fixed
hyper-parameters. We hope our work inspires future efforts
to design methods that either uphold this simplicity and effi-

ciency with fixed hyper-parameters or offer clear guidelines
for adaptable hyper-parameter settings. Additionally, we
demonstrated that selecting the matrices to adapt and deter-
mining the corresponding rank to maximize performance
using LoRA modules is not trivial. We believe these aspects
of our work suggest a promising area for future research.
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