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Abstract

We introduce LlavaGuard, a family of multimodal safe-
guard models based on Llava, offering a robust framework
for evaluating the safety compliance of vision datasets
and models. Our models come with a new taxonomy
designed for assessing safety risks within visual data. With
this safety taxonomy, we have collected and annotated
a high-quality dataset to guide Vision-Language Models
(VLMs) in safety. We present models in two sizes, namely
LlavaGuard-7b and LlavaGuard-13b, both safety-tuned on
our novel, annotated dataset to perform policy-based safety
assessments of visual content. In this context, LlavaGuard
goes beyond binary safety classification by providing
information on the violated safety categories, a detailed
explanation, and a final assessment. In our evaluations,
our models demonstrate state-of-the-art performance with
LlavaGuard-13b exhibiting the best results, while the much
smaller LlavaGuard-7b model outperforms the much larger
Llava-34b baseline. Furthermore, LlavaGuard is designed
to allow for customization of the safety taxonomy to align
with specific use cases, facilitating zero-shot prompting
with individual policies for tailored content moderation.1

Warning: This paper contains (visual) content that some
readers may find disturbing, distressing, and/or offensive.

1. Introduction

Recently, large generative AI models have demonstrated no-
table capabilities in producing remarkable text and images.
A key factor contributing to the performance of these mod-
els is the extensive web-collected datasets used for training.
However, crawled data at that scale will inevitably contain
unsafe and biased content leading to pressing safety con-
cerns and ethical considerations [1–3, 7, 8, 12]. For text-to-
image models specifically, recent works highlight the output

*Equal contribution
1Code & data: https://github.com/ml-research/LlavaGuard

Figure 1. LlavaGuard assesses images for safety alignment with a
policy providing an overall score, category, and explanation.

of unsafe [12] and biased [2, 7, 8] images, posing ethical
concerns for their deployment in real-world applications.

Consequently, various safety taxonomies have been pro-
posed to provide a structured framework to systemati-
cally evaluate—and mitigate—safety risks of AI models
[10, 12, 15]. Additionally, there are upcoming legal frame-
works on AI policy in many countries that generative mod-
els have to adhere to (EU [6], US [16] or UK [14]). How-
ever, prior research on safety taxonomies focuses mainly on
text and natural language [10], with a distinct lack of these
frameworks for the visual modality.

We bridge this gap by introducing LlavaGuard (Fig. 1),
a versatile tool for assessing potentially unsafe image con-
tent. Importantly, we combine visual and textual inputs that
allow for the assessment of arbitrary policies to meet diverse
requirements. Firstly, we build LlavaGuard with an in-depth
and fine granular understanding of safety in mind. Conse-
quently, the model helps understand why content is unsafe
and to which subcategory of a policy it belongs, e.g. hate
or illegal weapons. Secondly, our proposed taxonomy is
flexible to account for varying policies that are given to the
model as textual inputs. For example, cannabis is illegal in
one country but not in the other.
In summary, our contributions are as follows:
• We introduce a novel taxonomy that captures potential

safety risks associated with visual data.
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• We provide a high-quality, human-labeled dataset anno-
tated according to our safety risk taxonomy to instruct a
VLM regarding safety.

• We introduce LlavaGuard, a multimodal safeguard model
based on Llava, fine-tuned on our dataset for in-depth
analysis of image content in the context of safety.

2. Safety Taxonomy & Risk Guidelines

Let us start by describing our safety risk taxonomy, which
encompasses several categories of potential legal and pol-
icy risks. The rationale for proposing this new fine-grained
taxonomy is twofold. First, it allows us to ensure proper
coverage of each high-risk target. By defining a clear and
comprehensive set of safety risk categories, we can provide
a detailed understanding of unsafe content. Second, our tax-
onomy leverages an assessment of different policies. De-
pending on the (legal) context, different categories will be
considered unsafe to evaluate for the specific use case.

To achieve this, we take inspiration from previous tax-
onomies [10, 12, 15], and, by taking into account the latest
AI regulations (cf. Sec. 1), we propose 9 categories:
1. Hate, Humiliation, Harassment
2. Violence, Harm or Cruelty
3. Sexual Content
4. Nudity Content
5. Criminal Planning
6. Illegal Weapons or Substance Abuse
7. Self-Harm
8. Animal Cruelty
9. Disasters or Emergencies
With these categories, we can identify several types of
safety risks in images. At the same time, we remain in con-
trol to adapt to different policies by changing items on the
list, depending on the application or user.

3. Building LlavaGuard

For understanding safety risks according to a policy, we rely
on the foundational capabilities of pre-trained VLMs. To
assess and further improve upon these capabilities in terms
of safety we curated and manually annotated a dedicated
dataset of 3.2k images. LlavaGuard is built by further tun-
ing pre-trained LlaVA models on this dataset. Before we
touch upon the data collection and training, we describe our
(policy) prompt setup and model response.

Policy Prompting. In order to account for safety policies
varying with context and setting, we explicitly state the pol-
icy in the model’s system prompt [10]. Generally, a policy
is divided into categories that are further elaborated on
with content that should not be shown and images that
can be included. Let us consider a concrete example. A
policy prompt for nudity could look like this:

O2: Nudity Content.
Should not:
- Display visible genitalia (e.g.
exposed breast, nipple, vagina,
or penis) or explicit nudity content.
Can:
- Display artistic nudity if the content
does not include visible genitalia.
- Display educational content and
general information on the human body.
- Provide guidance on topics related
to sexual health.

We discuss the entire system prompt and policy description
for each category in more detail in App. A.1.

Model Response. For a given input image, the VLM is
tasked to assess it against the defined policy by gener-
ating a JSON-formatted response with three fields. The
(1) assessment indicates the outcome of the evalua-
tion, which can be either Review Needed if the image re-
quires further examination, or Compliant if it meets the
policy standards according to the taxonomy. The (2)
category specifies the relevant category from the taxon-
omy that applies to the image (see categories Sec. 2). If no
category is applicable, the field should be set to None apply-
ing. The (3) explanation provides a natural language
description explaining the rationale behind the image’s clas-
sification in relation to the selected safety category.

Data Collection. We started our data collection from
the Socio-Moral Image Database (SMID) [4]. The SMID
dataset is a human-created collection of images that have
been annotated by user groups on various safety dimen-
sions. However, after labeling these initial images accord-
ing to the safety taxonomy defined above, we realized that
there was a large imbalance between the number of images
per safety category. Specifically, most of the SMID images
belong to violence or hate while there are nearly none
depicting sexual content and only a few self-harm or ani-
mal cruelty. Consequently, we further extended the dataset
with web-crawled images to achieve a better category bal-
ance. To this end, we web-scraped images from Google and
Bing search for each of the categories. We collected enough
images to ensure that each category contains at least 100
images of varying safety levels.

Therefore, we also scored images based on the sever-
ity of unsafe content. We used four ratings that decrease
in safety: Highly Unsafe, Moderately Unsafe, Barely Ac-
ceptable, and Generally Acceptable. These scores facilitate
more detailed evaluations. We make our entire annotated
dataset publicly available for the benefit of the community
and to stimulate further research.
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* Added by authors for publication in addition to face blurr

Figure 2. LlavaGuard assessment of SMID and Web-crawled samples (for instance, second sample is extracted from https:
//en.wikipedia.org/wiki/Pregnancy). The first row displays the input image, and the 2nd-4th outputs of LlavaGuard-13b.
Visible faces and nudity were blurred by the authors.

LlavaGuard training. We provide a 7B and 13B vari-
ant of LlavaGuard which are initialized from the respective
Llava-1.5 checkpoints. We fine-tune these models for two
epochs using LoRA, applying hyperparameters of r = 128
and ↵=258. The training set comprises a total of 2952 dis-
tinct images (2415 safe, 537 unsafe) in addition to a held-
out test set of 345 images. We oversample training data to
train on a balanced split of safe/unsafe data. The training
employs a learning rate of 2e�5, utilizing a cosine learning
rate scheduler with a warm-up phase of 0.05% steps. We
use a micro-batch size of 16 samples per device, and the en-
tire process is executed on four A100-SXM4-80GB GPUs,
taking less than an hour to complete.

4. LlavaGuard in the Wild

Next, we present a comprehensive evaluation of LavaGuard.
First, we show qualitative examples and empirical results
that underscore the performance enhancements achieved by
safety tuning. Lastly, we demonstrate an example applica-
tion of safety annotation and curation for datasets.

Qualitative Results. We begin our evaluation of Llava-
Guard by presenting qualitative examples in Fig. 2. For
each image from the testset we show the assessment, a cate-
gory, and a respective explanation provided by LlavaGuard.
As can be seen, the model is well aligned with our policy
and provides reasonable rationales for all images. One ma-
jor benefit over previous methods is the generative ability of
the underlying LLM to generate an open-ended explanation
for its decision. This not only enhances the interpretabil-
ity of a model’s assessments but also contributes to a more
nuanced understanding of how safety policies are violated.
We have also included an expanded qualitative evaluation,
including results from Llava-1.5-7b, in App. Fig. 4. The
base models already demonstrate proficiency in content un-
derstanding, capable of providing coherent explanations for
a majority of the images in our qualitative evaluation. The

quality of these texts indicates that they possess a suitable
base-level of the capabilities required for our task.

Empirical Results. In Tab. 1, we compare several Llava
baselines with their respective LlavaGuard extension2 on
our hold-out test set. While the previous evaluation has
shown promising performances in content understanding,
the base models Llava-1.5 struggle to accurately identify
unsafe image content as defined by the provided policy. Es-
pecially, Llava-1.5-7b and Llava-1.5-13b have tend to label
the was majority of images as compliant, including those in
violation of the defined safety policy.

In contrast, the LlavaGuard models exhibit strong abil-
ities in discerning and rejecting unsafe visual content (see
recall in 1) that does not align with the provided safety re-
quirements. While Llava-1.5-13b was only able to detect
15.07% of the unsafe images within the dataset, LlavaGuard
pushes its recall performance to 91.13%. Moreover, even
LlavaGuard-7b outperforms Llava-1.6 34b though having
only 20% of the parameters. Additionally, LlavaGuard
achieves very high detection rate across all safety categories
for both unsafe and highly unsafe data (cf . Fig. 3). The base
model fails to reliably detect unsafe images across all cat-
egories. This fine-granular analysis across categories and
safety levels facilitated by our safety taxonomy helps iden-
tify a system’s vulnerabilities and weaknesses in-depth.

Dataset Analysis. Lastly, we illustrate how we can lever-
age LlavaGuard to perform a safety analysis of datasets.
For this purpose, we apply LlavaGuard on our held-out test
set and obtain detailed insights into the dataset’s potential
safety risks (cf . App. Fig. 5). Firstly, LlavaGuard can pro-
vide basic statistics on the number of images that are at
risk of violating individual safety categories of the defined
policy. Overall we observe a strong correlation of Llava-
Guard’s safety assessment with the ground truth data anno-

2Due to limited resources we have not yet tuned Llava34B.
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Balanced Recall (%) " Specificity (%) "
Accuracy (%) " True Review Needed Rate True Compliant Rate

Llava-1.5-7b (zero-shot) 64.43 39.19 89.67•
Llava-1.5-13b (zero-shot) 56.43 15.07 97.79�
Llava-1.6-34b (zero-shot) 82.03 86.49� 77.57
LlavaGuard-7b (ours) 83.20� 85.14 81.27
LlavaGuard-13b (ours) 86.13• 91.89• 80.37

Table 1. Performance comparison of Llava baselines and their LlavaGuard extensions on the held-out test set. The base Llava-1.5-13b
model struggles to accurately identify unsafe content, detecting only 15.07% of unsafe images. LlavaGuard-13b substantially improves the
recall. Notably, even the smaller LlavaGuard-7b model outperforms the much larger Llava-1.6-34b baseline in terms of bal. accuracy.

tated by humans. However, LlavaGuard’s ratings tend to be
more conservative rating a higher portion of images as un-
safe. Preferences in this regard highly depend on the con-
text. However, missing an unsafe image may posses greater
dangers than mistakenly identifying a benign image as vio-
lation of the safety policies.

5. Discussion

Following the promising results of LlavaGuard, let us now
outline some of the challenges remaining for future work.
We tuned LlavaGuard using LoRA to elicit capabilities for
safety annotation. After this initial phase a subsequent step
should involve additional DPO [11] with chosen and re-
jected answers. DPO will help to further instruct the model
on safety and different policies. Secondly, we started off
with a policy prompt largely inspired by Llamaguard [10].
Given the multimodal domain, we will delve deeper into op-
timizing the policy prompt for safety annotations. Further-
more, the majority of our dataset consist of SMID images.
Future work may include the application of LlavaGuard in
the context of large-scale vision/multimodal dataset cura-
tion as well as the moderation of generative AI models. A
sensible next step would be the annotating large corpora
such as ImageNet [5], LAION-5B [13], or Datacomp-1b [9]
with LlavaGuard. Considering the proliferation of synthetic
content facilitated by generative AI systems, we intend to
evaluate LlavaGuard’s efficacy on such content. Generally,
LlavaGuard would benefit from extending its training and
test data, specifically with synthetic content. We intend to
base evaluation of image generation with various Text-to-
Image (T2I) models on the I2P benchmark [12].

Limitations. During the LoRA-tuning process, human
supervision was applied solely to the generated answers per-
taining to ’category’ and ’assessment’ entries, while the ex-
planation part remained untouched and relied solely on ini-
tial model generation. Another trade-off that needs more
consideration is determining the threshold between compli-
ant and review needed. The choice of this threshold depends
on the specific use case, whether prioritizing higher recall
or specificity (see Tab. 1). Future work should explore this
threshold in more detail.

Figure 3. Category-wise performance comparison of LlavaGuard-
13B and Llava-13b. We measure the percentage of unsafe (left)
and highly unsafe data (right) identified by the model.

6. Conclusion

In this work, we introduced LlavaGuard, a multimodal safe-
guard model based on Llava designed for assesing image
content with respect to safety policies. In this context,
LlavaGuard goes beyond binary safety classification by pro-
viding assessments that include violated categories as well
as detailed explanations. We also introduce a safety risk
taxonomy for assessing images regarding safety as well as
a human-annotated safety dataset that was collected using
this taxonomy. Lastly, we built LlavaGuard by fine-tuning
LoRAs on our novel dataset with custom safety policies.
We validated the performance of LlavaGuard on a held-out
test set, in which even our smallest model, LlavaGuard-7b,
outperforms the much larger Llava-34b baseline.We believe
that LlavaGuard serves as a strong cornerstone for VLM-
based content moderation and beyond.
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