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Figure 1. Our approach enables artists to protect their content (first row) by learning to create perturbed versions (second
row). Diffusion models exploit the original artwork (third row), however, protected images break these models (last row).

Abstract

Generative AI is on the rise, enabling everyone to pro-
duce realistic content via publicly available interfaces. Es-
pecially for guided image generation, diffusion models are
changing the creator economy by producing high-quality
low-cost content. In parallel, artists are rising against un-
ruly AI, since their artwork is leveraged, distributed, and
dissimulated by large generative models. My Art My Choice
(MAMC) aims to empower content owners by protecting
their copyrighted materials from being utilized by diffusion
models in an adversarial fashion. MAMC learns to gener-
ate adversarially perturbed “protected” versions of images
which can in turn “break” diffusion models. The perturba-
tion amount is decided by the artist to balance distortion vs.
protection of the content. We experiment on four datasets,
both protected image and diffusion output results are evalu-
ated in visual, noise, structure, pixel, and generative spaces.

1. Introduction
Generative modeling has been introduced over half a cen-
tury ago, with applications in mathematics [30], shapes [8],
botany [1], architecture [7], and many other domains. Re-
cently, deep counterparts of generative models are prolifer-
ating as a realistic way of creating visual content. They are
able to mimic specific content, style, or structure of train-
ing samples – replicating art. Consequently, artists and cre-
ators are resisting against unruly use of AI [3, 9, 14], since
(1) generative AI can create derivatives of their art without
any liabilities, (2) diffusion models are trained on their data
without their permission, and (3) there is no compensation
mechanism for their replicated art.

Because regulation and policy are insufficiently mature
to provide robust means to protect creative rights, we pro-
pose an interim AI tool to enable artists to seal their ma-
terial with adversarial protection against generative AI sys-
tems. “My Art My Choice” provides artists with the ability
to protect their content from being used in generative AI
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applications, in addition to empowering users to decide on
the specific strength of protection suitable for their use case.
Our contributions include:
• A model that learns to adversarially protect any given im-

age against diffusion models,
• A human-centric AI system to balance protection and per-

turbation of the content, and
• Experimental validation of the approach in various gener-

ative AI tasks and datasets.
Our results span four datasets, qualitatively and quanti-

tatively comparing (1) input and protected images, and (2)
diffusion model outputs of input and protected images, as
demonstrated in Fig.1. We also compare to image cloaking
techniques and explore different application domains.

2. Related Work
2.1. Controlled Content Generation

DMs learn generating specific identity, style, or context
with a few input images via fine-tuning [15, 20] or by
tokenization [29], as image guidance emerges for DMs.
Recently, DMs are used for crafting stories [13], deep-
fakes [21], multi-person images [37], pasting objects into
scenes [38, 41], image editing [4, 16, 39, 43], object edit-
ing [11], video synthesis [2], 3D avatars [36], and many
other applications; all of which require additional image in-
put for guidance. MAMC aims to break these models by
protecting this guiding image.

2.2. Adversarial Generation

There has been a considerable amount on literature for us-
ing image manipulation and generation in adversarial set-
tings [32], including those against face recognition [5, 6,
26], breaking deepfake detectors [24], and preemptively
confusing models by data augmentation [10]. These ap-
proaches utilize generative models to attack other deep
learning models, however, in adversarial protection, the loss
is guided by the black box model’s response to adversarially
perturbed inputs. To clarify this distinction, MAMC attacks
synthesis models, whereas others attack analysis models.
This adds another layer of complexity to define our threat
model, i.e., what it means to ‘break a diffusion model’ vs.
‘break a face recognizer’, as it will be explained later.

2.3. Adversarial Protection

Most of the aforementioned DMs are trained on large in-
ternet scraped visual datasets such as LiASON [25] without
any ownership or copyright monitoring. As a result, DMs
can replicate the content [31], style [42], and structure [39]
of samples; which is violating artists’ rights over their own
materials. Emerging research addresses this problem by
machine unlearning [33], by confusing the model to con-
verge towards a different style target [28], by focusing on

disabling specific DMs [35] such as [20], by injecting noise
into input images [23] to disable text-based editing, and
by Compartmentalized Diffusion Models [12] to selectively
forget by continual learning. MAMC follows this route to
provide adversarial protection: (1) by learning to generate
imperceptible adversarial twins, (2) using a combination of
losses robust against several tasks, and (3) with external
controllable balancing between distortion and protection of
an image. Unlike previous work like [28], (1) MAMC does
not need a driving image, (2) MAMC lets the artist set the
amount of distortion, (3) MAMC defines a multi-objective
training regime for higher quality and more atrophy, and (4)
MAMC is not limited to specific tasks, models, or domains.

3. My Art My Choice
Given an image I , MAMC learns to generate G(I) = I +
δ = I ′ where δ is the learned perturbation to attack a black-
box diffusion model M . This attack should create an image
as dissimilar to the expectations as possible, meaning that
M(I) and M(I ′) should be maximally dissimilar. Thus,
adversarial protection optimization becomes,

max
δI

||M(I + δI)−M(I)||, s.t.|δI | < ϕI + ϵ (1)

where ϕ is the balance factor and ϵ is a small neighborhood.

3.1. Architecture

We employ a simple UNet architecture [18] to learn this
generation process, consisting of blocks with two convolu-
tional layers followed by up/downsampling, with concate-
nations between every encoder/decoder block (Fig. 2). We
use a standard pre-trained diffusion model [17] in frozen
state to infer input output relations.

Figure 2. Our input and output samples, generator architecture,
and loss formulation is simplified in this overview.

3.2. Training Objective

Artists expect minimal changes in their artwork, thus we
introduce a reconstruction term LR. We use LPIPS [40] for
perceptual similarity P . We also add a pixel-wise ℓ2 norm
to prevent color shifts.

LR = αR1P(I, I ′) + αR2||I − I ′||22 (2)

8390



Figure 3. MAMC visually compared to cloaking approaches, output is so distorted that it is obviously not useful, in the style of nobody.

Especially to protect against inpainting and personalization,
we introduce a content loss where the diffusion output is
perceptually dissimilar to the protected image.

LC = −αCP(I ′,M(I ′)) (3)

To prohibit style transfer and reconstruction, we introduce
a style loss as the distance between Gram Matrices Ω of the
protected image and its diffusion output, over activations j.

LS = −αS
1

|j|
∑
j

||Ωj(I
′)− Ωj(M(I ′))|| (4)

Finally, to confuse the diffusion model, we introduce a noise
loss to put diffusion output of the protected image towards
Gaussian noise, indicated by N .

LN = αN1P(M(I ′),N ) (5)

Our overall loss function is constructed as follows setting
weights α∗ experimentally.

L = αRLR − αCLC − αSLS + αNLN (6)

3.3. Balance Factor

We would like to provide control to the users, especially as
MAMC alters their materials. We experiment with prede-
fined α∗ values as MAMC with different strengths. These
models are then exposed to balance distortion (higher αR)
vs. protection (higher αN ) of their images (Sec. 4.4).

4. Results
We present evaluations and experiments of My Art My
Choice on four datasets for a comprehensive understanding
across domains: Wiki Art [22] with 1K and 5K subsets, His-
toric Art [34] with 1K and 5K subsets, single artist datasets
with 200 images, and FaceForensics++ [19] with 100 im-
ages. We select these as representative datasets, covering
diverse content, style, artist, and domain fronts.

We want to validate that (1) input and protected images
are similar enough and (2) diffusion output of the protected
image has low quality. We visualize the success of MAMC
in Fig. 1 and document quantitative evaluations in Tab. 1 in
terms of the average PSNR, RMSE, SSIM, and FID for (1)
and (2) above; over four aforementioned datasets. For (1),
we aim to have “better” scores, whereas all of these scores
significantly getting worse means that diffusion outputs are
very different for (2). Especially comparing FID scores,
diffusion outputs of protected images are indeed adversarial
for any model with no representative power.

PSNR RMSE SSIM FID
Wiki
Art

(1) 25.98 7.90 0.87 123.52
(2) 14.97 9.66 0.26 158.08

Historic
Art

(1) 28.15 6.36 0.88 92.83
(2) 16.24 9.42 0.32 163.80

Art
201

(1) 24.83 7.79 0.80 209.06
(2) 15.73 9.68 0.29 241.43

Face
Forensics

(1) 35.06 3.82 0.95 75.15
(2) 22.40 8.81 0.73 106.96

Table 1. Quantitative similarities between (1) input and protected
images and (2) diffusion outputs of them, over four datasets.

4.1. Comparison

We compare MAMC to image cloaking approaches such as
[5, 23, 27, 28] with the same samples used in [28]. MAMC
pushes the protected image to cause a significantly “bad”
diffusion output. Note that, images created by other ap-
proaches are based on text-guidance like “A girl in the style
of Karla Ortiz, black and white”. In contrast, our target
is to eliminate the image being used for guidance, so the
diffusion output is as distorted as possible.Furthermore, if
bad actors using diffusion models are not familiar with the
artist’s style, they may still distribute outputs created from
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other cloaked images as in the artists’ style without recog-
nizing the difference, which is also damaging.

4.2. Protecting Artists from Style Infringement

Style transfer applications claim to have stolen artists’ iden-
tity, as their style equates to their art. We evaluate MAMC
on small single artist datasets to air its novelty. Fig. 4 sam-
ples the works of Edouard Manet and Francesco Albani,
showcases how easy it is to replicate their style, and how
MAMC protected versions do not allow that replication,
along with the evaluation scores on the whole dataset.

Figure 4. Diffusion models fail to replicate artists’ style from ad-
versarially protected images by MAMC.

4.3. Protecting Celebrities from Deepfakes

Another popular use case of diffusion models is personal-
ization, which means fine-tuning the model on a specific
face to create look-alikes. We test MAMC on a face dataset
to verify that it can also be used proactively against poten-
tial deepfakes. Fig. 5 depicts two sample faces, their recon-
structed, protected, and failed-to-reconstruct versions after
MAMC, from full-datasets results in Tab. 1.

4.4. User Control

As mentioned, artists should have freedom over how much
preservation and protection is applied by MAMC. In Fig. 6,
five levels of the balance factor create varying changes upon
the artwork. As expected, when 90% protection is desired
(low αR), protected image does not look like the input. De-
creasing it to 80% uncovers some input image features. At

50% (similar α values), we can see the image preserved
with the protection and the protection yielding a different
diffusion output. At 10% protection (high αR), changes are
imperceptible with significantly different diffusion outputs.

Figure 5. Diffusion models fail to replicate faces from adversari-
ally protected images by MAMC.

Figure 6. The impact of the user balance variable in different lev-
els. Percentage is the amount of protection (inverse fidelity).

5. Conclusion
We present “My Art My Choice”, an adversarial protection
model to prevent images from being exploited by diffusion
models. There is a need for protection of copyrighted mate-
rial and our cross-domain protector is ideal for interrupting
diffusion-based tasks, such as personalization, style trans-
fer, and any guided image-to-image translation. We evalu-
ate MAMC on four datasets, assess user control, and com-
pare to image cloaking (which is not adversarial protection).
As generative AI services are proliferating, proactive pro-
tection services based on MAMC will also be valuable.
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