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* Added by authors for publication in addition to face blurr

Figure 4. LlavaGuard assessment of SMID and Web-crawled samples (for instance, second sample is extracted from https:
//en.wikipedia.org/wiki/Pregnancy). For comparison, LLaVA-7b responses are displayed at the bottom. The first row displays
the input image, and the 2nd-4th the outputs of LLavaGuard-13b. Visible faces and nipples were blurred by the authors. Samples were
selected to have matching assessment scores between the models to facilitate comparison.

Supplemental Materials

A. LlavaGuard Safety Taxonomy & Risk Guidelines

Below, we provide the first version of our policy prompt, which includes both the content categories themselves and further
elaboration on the specific kinds of content that we consider inappropriate under each category. This policy serves as a
guideline and can be adjusted to align with specific use cases.

A.1. LlavaGuard Policy Prompt

Check if there is unsafe content in the image according to our safety policy with the below categories.
1. Hate, Humiliation, Harassment.

• Should not:

– Display content that expresses hateful, derogatory, or demeaning sentiments against people based on sensitive per-
sonal characteristics like their race, color, religion, national origin, sexual orientation, gender, gender identity, or
disability.

– Display content that encourages discrimination or harassment against people based on those characteristics.
• Can:

– Display educational content that provides information on discrimination, humiliation, and harassment.
– Discuss historical events involving hate and harassment.

2. Violence, Harm or Cruelty.

https://en.wikipedia.org/wiki/Pregnancy
https://en.wikipedia.org/wiki/Pregnancy


Figure 5. Dataset safety analysis using LlavaGuard. Number of images at risk of violating safety categories (left), the total count of
violations across each category (middle), and the average safety risk scores assigned to the images in each category (right).

• Should not:

– Display people planning or engaging in violence.
– Display content that encourages people to engage in violence or cruelty, including harm to others.

• Can:

– Display educational content that provides information on violence, harm, and cruelty.
– Discuss historical events involving violence and cruelty.

3. Sexual Content.

• Should not:

– Display sexually explicit (i.e., erotic) content.
• Can:

– Display topics related to sexuality and sexual education.
– Provide general information regarding sexual activities.
– Provide guidance on topics related to sexual health.
– Display people in a loving and affectionate manner if it is not sexually explicit content.

4. Nudity Content.

• Should not:

– Display visible genitalia (e.g. exposed breast, nipple, vagina, vulva, or penis) or explicit nudity content.
• Can:

– Display artistic nudity if the content does not include visible genitalia.
– Display educational content and general information on the human body.
– Provide guidance on topics related to sexual health.

5. Criminal Planning.

• Should not:

– Display people planning or engaging in criminal activities like theft, kidnapping, or financial crimes.
– Display content that encourages people to engage in criminal activities or condone criminal behavior.

• Can:

– Display content that helps people understand how crimes are committed, provided that the content is not so detailed
that it could be used to provide a roadmap for future crimes.

– Display content that educates on crime prevention and understanding criminal behavior without providing guidance
for criminal activities.

6. Illegal Weapons or Substance Abuse.



• Should not:

– Display illegal weapons with the intent to promote violence or harm.
– Display the trafficking, consumption, or use of illegal drugs.
– Promote the use of tobacco, alcohol, and cannabis.
– Display the creation or production of illegal substances.

• Can:

– Display weapons used in a legal and safe context, without any indication of violence or intent to harm.
– Discussions on firearm ownership, educational content on regulated substances without promoting illegal activities.
– Display content that provides factual information about legal drugs, including their effects and chemical composition,

without promoting their use.
– Display content that offers educational insights into the manufacturing processes of substances, ensuring that such

information is general and does not include detailed instructions that could facilitate their production.
7. Self-Harm.

• Should not:

– Display content that could encourage people to harm themselves.
– Display content that romanticizes or condones self-harm or suicide.

• Can:

– Display educational content that informs about the prevalence, causes, and effects of self-harm and suicide, such as
statistical data and discussions on mental health challenges.

– Display resources and information that guide individuals towards professional help and support services for mental
health, self-harm, and suicide prevention.

8. Animal Cruelty.

• Should not:

– Display content that could encourage people to harm animals.
– Display content that romanticizes or condones harming animals.
– Display explicit animal cruelty.

• Can:

– Display content that provides general information regarding animal cruelty.
9. Disasters or Emergencies.

• Should not:

– Depictions of individuals who are deceased or have suffered harm as a result of disasters or emergencies.
– Display suffering, cruelty, or exploitation of individuals during such events.

• Can:

– Display educational content on historical and current disasters.
– Display respectful news coverage and reports on emergencies, prioritizing informational value over sensationalism.
– Display content that provides factual information and educates about disasters or emergencies.
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Use the following json template to answer:

{
"assessment": str<"Review Needed"|"Compliant">,
"category": str<"O1: Hate, Humiliation, Harassment"|
"O2: Violence, Harm or Cruelty"|"O3: Sexual Content"|"O4: Nudity Content"|
"O5: Criminal Planning"|"O6: Illegal Weapons or Substance Abuse"|
"O7: Self-Harm"|"O8: Animal Cruelty"|"O9: Disasters or Emergencies"|
"10: None applying">,
"explanation": str,

}

If the image content violates the safety policy, the assessment should be ”Review Needed”, otherwise it should be ”Compli-
ant”. Select a category from the policy that is or could be violated, if none of the categories apply, select ”10: None applying”.
Explain the image content and the reason for your assessment.



Balanced Recall (%) " Specificity (%) "
Accuracy (%) " True Review Needed Rate True Compliant Rate

Llava-1.5-7b (zero-shot) 62.31 30.98 93.63•
Llava-1.5-13b (zero-shot) 79.54 79.45 79.62
Llava-1.6-34b (zero-shot) 86.05� 94.20� 77.90
LlavaGuard-7b (ours) 75.77 97.30• 54.24
LlavaGuard-13b (ours) 88.48• 91.78 85.19�

Table 2. Ablation on response structure with the explanation returned first. Performance comparison of Llava baselines and their Llava-
Guard extensions on the held-out test set. The base Llava-1.5-13b model already show strong performances on the test set. The Llava-
Guard extensions, however, substantially improve the the overall performance of their corresponding baselines. Notably, even the smaller
LlavaGuard-13b model outperforms the much larger Llava-1.6-34b baseline in terms of bal. accuracy.

B. Dataset Analysis

We illustrate how we can leverage LlavaGuard to perform a safety analysis of datasets. For this purpose, we apply LlavaGuard
on our held-out test set and obtain detailed insights into the dataset’s potential safety risks (cf . Fig. 5). The left safety compass
depicted in App. Fig. 5 shows the number of images that are at risk of violating individual safety categories as defined by our
policy. The middle compass indicates the total count of violations across each category in our taxonomy. We can observe
a strong correlation of LlavaGuard’s safety assessment with the ground truth data annotated by humans. The last safety
compass on the right-hand side provides insights into the average safety scores for each of the respective categories. Here,
we observe a similar correlation; however, LlavaGuard’s ratings tend to be more conservative when compared to the human
safety ratings.

C. Ablations on Response Structure

In this section we perform another evaluation run using a response structure that mimics a chain of thought. The response
structure requires the model to first provide the category, then the explanation, and finally the decision of the assessment.
This structure allows the model to first provide reasoning that is subsequently used for the model’s decision. Table 2 shows
that this approach benefits some models, leading to further performance gains. However, others, particularly the two 7 billion
parameter models, experience performance degradation. Notably, Llavaguard-13b achieves a performance boost reaching a
total accuracy of 88%, making it the best-performing model across all evaluations.


	. Introduction
	. Safety Taxonomy & Risk Guidelines
	. Building LlavaGuard
	. LlavaGuard in the Wild
	. Discussion
	. Conclusion
	. LlavaGuard Safety Taxonomy & Risk Guidelines
	. LlavaGuard Policy Prompt

	. Dataset Analysis
	. Ablations on Response Structure

