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Abstract

Deep neural networks (DNNs) are vulnerable to a class
of attacks called “backdoor attacks”, which create an as-
sociation between a backdoor trigger and a target label the
attacker is interested in exploiting. A backdoored DNN per-
SJorms well on clean test images, yet persistently predicts an
attacker-defined label for any sample in the presence of the
backdoor trigger. Although backdoor attacks have been ex-
tensively studied in the image domain, there are very few
works that explore such attacks in the video domain, and
they tend to conclude that image backdoor attacks are less
effective in the video domain. In this work, we revisit the
traditional backdoor threat model and incorporate addi-
tional video-related aspects to that model. We show that
poisoned-label image backdoor attacks could be extended
temporally in two ways, statically and dynamically, leading
to highly effective attacks in the video domain. In addition,
we explore natural video backdoors to highlight the seri-
ousness of this vulnerability in the video domain. And, for
the first time, we study multi-modal (audiovisual) backdoor
attacks against video action recognition models, where we
show that attacking a single modality is enough for achiev-
ing a high attack success rate.

1. Introduction

A fundamental requirement for the deployment of deep
neural networks (DNNs) in real-world tasks is their safety
and robustness against possible vulnerabilities and security
breaches. This requirement is, in essence, the motivation
behind exploring adversarial attacks. One particularly in-
teresting adversarial attack is “backdoor attacks”. Backdoor
attacks or neural trojan attacks explore the scenario in which
a user with limited computational capabilities downloads
pretrained DNNs from an untrusted party or outsources the
training procedure to such a party that we refer to as the ad-
versary. The adversary provides the user with a model that
performs well on an unseen validation set, but produces a
pre-defined class label in the presence of an attacker-defined
trigger called the backdoor trigger. The association between
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the backdoor trigger and the attacker-specified label is cre-
ated by training the DNN on poisoned training samples,
which are samples polluted by the attacker’s trigger [40].
In poisoned-label attacks, unlike clean-label attacks, the at-
tacker also switches the label of the poisoned samples to the
intended target label.

Considerable attention has been paid to explore back-
door attacks and defenses for 2D image classification mod-
els [6,23,26]. However, little attention has been paid to ex-
ploring backdoor attacks and defenses against video action
recognition models. The disappointing conclusion uncov-
ered by [88] regarding the limited effectiveness of image
backdoor attacks on videos stunted further development of
video backdoor attacks. Unfortunately, the attacks consid-
ered in [88] were limited to only visible patch-based clean-
label attacks. Moreover, [88] directly adopted the 2D back-
door attack threat model without incorporating important
video-specific considerations.

To this end, and as opposed to [88]. we first revisit and
revise the commonly adopted 2D poisoned-label backdoor
threat model by incorporating additional constraints that are
inherently imposed by video systems. These constraints
arise due to the presence of the temporal dimension. We
then explore two ways to extend image backdoor attacks to
incorporate the temporal dimension into the attack to enable
more video-specific backdoor attacks. In particular, image
backdoor attacks could be either extended statically by ap-
plying the same attack to each frame of the video or dynam-
ically by adjusting the attack parameters differently for each
frame. Then, three novel natural video backdoor attacks are
presented to highlight the seriousness of the risks associ-
ated with backdoor attacks in the video domain. We then
test the attacked models against three 2D backdoor defenses
and discuss the reason behind the failure of those methods.
We also study, for the first time, audiovisual backdoor at-
tacks, where we ablate the importance and contribution of
each modality on the performance of the attack for both late
and early fusion settings. We show that attacking a single
modality is enough to achieve a high attack success rate.

Contributions. Our contributions are twofold. (1) We re-
visit the traditional backdoor attack threat model and incor-
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porate video-related aspects, such as video subsampling and
spatial cropping, into the model. We also extend existing
image backdoor attacks to the video domain in two differ-
ent ways, statically and dynamically, after which we pro-
pose three novel natural video backdoor attacks. Through
extensive experiments, we provide evidence that the previ-
ous perception of image backdoor attacks in the video do-
main is not necessarily true, especially in the poisoned-label
attack setup. (2) To the best of our knowledge, this work is
the first to investigate audiovisual backdoor attacks against
video action recognition models.

2. Related Work

Backdoor Attacks. Backdoor attacks were first introduced
in [23]. The attack, called BadNet, was based on adding a
patch to the corner of a subset of training images to create a
backdoor that could be triggered by the attacker at will. Fol-
lowing BadNet, [45] proposed optimizing for the values of
the patch to obtain a more effective backdoor attack. Shortly
after the development of patch-based backdoor attacks, the
community realized the importance of adding an invisibility
constraint to the design of backdoor triggers to bypass any
human inspection. Works such as [10] proposed blending
the backdoor trigger with the image rather than stamping
it. [38] generated backdoor attacks using the least signifi-
cant bit algorithm. [53] generated warping fields to warp the
image content as a backdoor trigger. [15] went one step fur-
ther and designed learnable transformations to generate op-
timal backdoor triggers. After many attacks were proposed
in the spatial domain [11,38,41,46,57,58,68,73,76], and
others in the latent representation domain [14,54,81,89,92],
[20, 26,72, 83, 85] proposed to switch attention to the fre-
quency domain. [26] utilized frequency heatmaps proposed
in [82] to create backdoor attacks that target the most sen-
sitive frequency components of the network. [20] proposed
blending low frequency content from a trigger image with
training images as a poisoning technique. In our work, we
extend the 2D backdoor threat model to the video domain
by incorporating video-related aspects into it. We also ex-
tend five image backdoor attacks into the video domain and
propose three natural video backdoor attacks.

Backdoor Defenses. Backdoor attack literature was im-
mediately opposed by various defenses. Backdoor de-
fenses are generally of five types: preprocessing-based
[13,48,56], model reconstruction-based [39,43,75, 84,90],
trigger synthesis-based [24,25,30,44,55,59, 63,69], model
diagonsis-based [16, 35, 47, 77, 91], and sample-filtering
based [1,9,21,27,31,62,64]. Early backdoor defenses such
as [69] hypothesized that backdoor attacks create a short-
cut between all samples and the poisoned class. Based on
that, they solved an optimization problem to find whether a
trigger of an abnormally small norm exists that would flip
all samples to one label. Later, multiple improved itera-

tions of this method were proposed, such as [24, 44, 84].
Fine pruning [43] suggested that the backdoor is triggered
by particular neurons that are dormant in the absence of
the trigger. Therefore, the authors proposed pruning the
least active neurons on clean samples. STRIP [21] showed
that blending clean samples with other clean samples would
yield a higher entropy compared to when clean images are
blended with poisoned samples. Activation clustering [9]
uses KMeans to cluster the activations of an inspection, a
potentially poisoned data set, into two clusters. A large sil-
houette distance between the two clusters would uncover
the poisoned samples. In our work, we show that current
image backdoor attacks have limited effectiveness in de-
fending against backdoor attacks in the video domain, es-
pecially against the proposed natural video attacks.

Video Action Recognition. Video action recognition mod-
els, which only leverage the raw frames of a video, can be
categorized into two categories, CNN-based networks and
transformer-based networks. 2D CNN-based methods are
built on top of pretrained image recognition networks with
well-designed modules to capture the temporal relationship
between multiple frames [42,50,70,71]. Those methods are
computationally efficient as they use 2D convolutional ker-
nels. To learn stronger spatial-temporal representations, 3D
CNN-based methods were proposed. These methods utilize
3D kernels to jointly leverage the spatio-temporal context
within a video clip [18, 19, 65, 66]. To better initialize the
network, I3D [8] inflated the weights of 2D pretrained im-
age recognition models to adapt them to 3D CNNs. Real-
izing the importance of computational efficiency, S3D [79]
and R(2+1)D [67] proposed to disentangle spatial and tem-
poral convolutions to reduce computational cost. Recently,
transformer-based action recognition models were able to
achieve better performance in large training data sets com-
pared to CNN-based models, e.g. [5,7,17,49]. In this work,
we test backdoor attacks against three action recognition
architectures, namely 13D, SlowFast, and TSM.

Audiovisual Action Recognition. In addition to frames, a
line of action recognition models [2,28,29,52] has used the
accompanying audio to better understand activities such as
“playing music” or “washing dishes”. To take advantage of
existing CNN and transformer-based models, the Log-Mel
spectrogram was introduced to convert audio data from a
non-structured signal into a 2D representation in time and
frequency usable by these models [3,4,36,78]. Current au-
diovisual action recognition methods are divided into two
categories based on when the audio and visual signals are
merged in the recognition pipeline: early fusion and late fu-
sion. Early fusion combines features before classification,
which can better capture features [33,78]. The disadvantage
of early fusion is that there is a higher risk of overfitting to
the training data [60]. Late fusion, on the other hand, treats
the video and audio networks separately, and the predictions
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Figure 1. Traditional Backdoor Attack Pipeline. After selecting a backdoor trigger and a target label, the attacker poisons a subset of
the training data referred to as the poisoned dataset (D). The label of the poisoned dataset is fixed to a target poisoning label specified by
the attacker. The attacker trains jointly on clean (non-poisoned) samples (D.) and poisoned samples leading to a backdoored model, which

outputs the target label in the presence of the backdoor trigger.

of each network are carried out independently, after which
the logits are aggregated to make a final prediction [22]. For
the first time, we test backdoor attacks against audiovisual
action recognition networks in both late and early fusion
setups.

3. Video Backdoor Attacks
3.1. The Traditional Threat Model

The commonly adopted threat model for backdoor at-
tacks dates back to the works that studied those attacks
against 2D image classification models [23]. The victim
outsources the training process to a trainer who is given ac-
cess to both the victim’s training data and the network ar-
chitecture. The victim only accepts the model provided by
the trainer if it performs well on the victim’s private val-
idation set. The attacker aims to maximize the effective-
ness of the embedded backdoor attack [40]. We refer to
the model’s performance on the validation set as clean data
accuracy (CDA). The effectiveness of the backdoor attack
is measured by the attack success rate (ASR), which is de-
fined as the percentage of test examples not labeled as the
target class that are classified as the target class when the
backdoor pattern is applied. To achieve this goal, the at-
tacker applies a backdoor trigger to a subset of the train-
ing images and then, in the poisoned-label setup, switches
the labels of those images to a target class of choice before
training begins. A more powerful backdoor attack is one
that is visually imperceptible (usually measured in terms of
U5 /€so-norm, PSNR, SSIM, or LPIPS) but achieves both a
high CDA and a high ASR. This is summarized in Figure 1.

More formally, we denote the classifier which is param-
eterized by 0 as fy : X — ). It maps the input x € A&,

such as images or videos, to class labels y € ). Let
G, : X — X indicate an attacker-specific poisoned im-
age generator that is parameterized by some trigger-specific
parameters 7. The generator may be image-dependent. Fi-
nally, let S : Y — ) be an attacker-specified label shifting
function. In our case, we consider the scenario in which the
attacker is trying to flip all the labels into one particular la-
bel, i.e. S : Y — t, where t € ) is an attacker-specified
label that will be activated in the presence of the backdoor
trigger. Let D = {(x;, yz)}i\;1 indicate the training dataset.
The attacker splits D into two subsets, a clean subset D, and
a poisoned subset D,, whose images are poisoned by G,
and labels are poisoned by S. The poisoning rate is the ra-
tioaw = ‘%“I , generally a lower poisoning rate is associated
with a higher clean data accuracy. The attacker typically
trains the network by minimizing the cross-entropy loss on
D.UD,, i.e. minimizes Ey ,)~p_ up,[Lcr(fo(X),y)]. The
attacker aims to achieve high accuracy on the user’s valida-
tion set D,,,; while being able to trigger the poisoned-label,
t, in the presence of the backdoor trigger, i.e. fo(G,(x)) =
t, Vo € X (ideally).

3.2. From Images to Videos

Unlike images, videos have an additional dimension, the
temporal dimension. This dimension introduces new rules
to the game between the attacker and the victim. More
precisely, the attacker now has an additional dimension to
hide the backdoor trigger, leading to a higher level of im-
perceptibility. The backdoor attack could be applied to
all the frames or a subset of the frames statically, i.e. the
same trigger is applied to each frame, or dynamically, i.e.
a different trigger is applied to each frame. On the other
hand, the testing pipeline now imposes harsher conditions
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Figure 2. Static vs Dynamic Backdoor Attacks. Static backdoor attacks apply the same trigger across all frames along the temporal
dimension. On the other hand, dynamic attacks apply a different trigger per frame along the temporal dimension.

against the backdoor attack. Video recognition models tend
to test the model on multiple sub-sampled clips with vari-
ous crops [8, 19,42] which might, in turn, destroy the back-
door trigger. For example, if the trigger is applied to a
single frame, it might not be sampled, and if the trigger
is applied to the corner of the image, it might be cropped
out. The threat model presented in Subsection 3.1 was di-
rectly adopted in [88], which to the best of our knowledge,
is the only previous work that considered backdoor attacks
for video action recognition.

Our work sheds light on the aforementioned video-
related aspects. In Section 4.2, we show the effect of the
number of frames poisoned on CDA and ASR. We also
show how existing 2D methods could be extended both stat-
ically and dynamically to suit the video domain. For exam-
ple, BadNet [23] applies a fixed patch as a backdoor trigger.
The patch could be applied statically using the same pixel
values and the same position along the temporal dimension
or applied dynamically by changing the position and possi-
bly the pixel values of the patch for each frame. Figure 2
shows a BadNet attack when applied in a static and dynamic
way. Additionally, we show how simple yet natural video
“artifacts” could be used as backdoor triggers. More specif-
ically, lag in a video, motion blur, and compression glitches
could all be used as naturally occurring backdoor triggers.

3.3. Audiovisual Backdoor Attacks

Videos are naturally accompanied by audio signals. Sim-
ilarly to how the video modality could be attacked, the audio
signal could also be attacked. The interesting question that
arises is how backdoor attacks would perform in a multi-
modal setup. In the experiments of Section 4.4, we answer
the following questions: (1) What is the effect of having two
attacked modalities on CDA and ASR?; (2) What happens
if only one modality is attacked and the other is left clean?;
(3) What is the difference in performance between late and
early fusion in terms of CDA and ASR?

4. Experiments
4.1. Experimental Settings

Datasets. We consider three standard benchmark datasets
used in video action recognition: UCF-101 [61], HMDB-
51 [37], and Kinetics-Sounds [32]. Kinetics-Sounds is a
subset of Kinetics400 that contains classes that can be clas-
sified from the audio signal, i.e. classes where audio is use-
ful for action recognition [3]. Kinetics-Sounds is particu-
larly interesting for Sections 4.3 and 4.4, where we explore
backdoor attacks against audio and audiovisual classifiers.
Network Architectures. Following common practice, for
the visual modality, we use a dense sampling strategy to
sub-sample 32 frames per video to fine-tune a pretrained
I3D network on the target dataset [8]. In Section 4.2, we
also show results using TSM [42] and SlowFast [19] net-
works. All three models adopt ResNet-50 as the backbone
and are pretrained on Kinetics-400. Similarly to [3], for
the audio modality, a ResNet-18 is trained from scratch on
Mel-Spectrograms composed of 80 Mel bands sub-sampled
temporally to a fixed length of 256.

Attack Setting. For the video modality, we study and
extend the following image-based backdoor attacks to the
video domain: BadNet [23], Blend [10], SIG [6], WaNet
[53], and FTrojan [72]. We also explore three additional
natural video backdoor attacks. For the audio modality,
we consider two attacks: sine attack and high-frequency
noise attack, both of which we explain later. Following
[23,26,53], the target class is arbitrarily set to the first class
of each data set (class 0), and the poisoning rate is set to
10%. Unless otherwise stated, the considered image back-
door attacks poison all frames of the sampled clips during
training and evaluation.

Evaluation Metrics. As is commonly done in the back-
door literature, we evaluate the performance of the model
using clean data accuracy (CDA) and attack success rate
(ASR) explained in Section 3. CDA represents the usual
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Figure 3. Visualization of 2D Backdoor Attacks. Image backdoor attacks mainly differ according to the backdoor trigger used to poison
the training samples. They could be extended either statically or dynamically based on how the attack is applied across the frames.

validation/test accuracy on an unseen dataset hence mea-
suring the generalizability of the model. On the other hand,
ASR measures the effectiveness of the attack when the poi-
son is applied to the validation/test set. In addition, we
test the attacked models against some of the early 2D back-
door defenses, more precisely against activation clustering
(AC) [9], STRIP [21], and pruning [43].

Implementation Details. Our method is built on MMAc-
tion2 library [12], and follows their default training config-
urations and testing protocols, except for the learning rate
and the number of training epochs (check Supplementary).
All experiments were run using 4 NVIDIA A100 GPUs.

4.2. Video Backdoor Attacks

Extending Image Backdoor Attacks to the Video Do-
main. As mentioned in Section 3.2, image backdoor attacks
could be extended either statically by applying an attack in
the same way across all frames or dynamically by adjusting
the attack parameters for different frames. We consider five
attacks that differ according to the applied backdoor trig-
ger. BadNet applies a patch as a trigger, Blend blends a
trigger image to the original image, SIG superimposes a si-
nusoidal trigger to the image, WaNet warps the content of
the image, and FTrojan poisons a high- and mid- frequency
component in the discrete cosine transform (DCT). Figure 3
visualizes all five attacks on the same video frame. Each of
the considered methods could be extended dynamically as
follows: BadNet: change the patch location for each frame;
Blend: blend a uniform noise that is different per frame;
SIG: change the frequency of the sine component superim-
posed with each frame; WaNet: generate a different warp-
ing field for each frame; FTrojan: select a different DCT
basis to perturb at each frame. Note that Blend and FTro-
jan are generally imperceptible. Visualizations and saliency
maps for each attack are found in the Supplementary.
Tables 1 and 2 show the CDA and ASR of the I3D mod-
els attacked using various backdoor attacks on UCF-101,
HMDB-51, and Kinetics-Sounds. Contrary to the conclu-
sion presented in [88], we find that backdoor attacks are
actually highly effective in the video domain. The CDA
of the attacked models is very similar to that of the clean
unattacked model (baseline), surpassing it in some cases.

UCF101 HMDBS51 KineticsSound
CDA(%) ASR(%) CDA(%) ASR(%) CDA(%) ASR(%)

Baseline 93.95 - 69.59 - 81.41 -

BadNet 93.95 99.63 69.35 98.89 82.97 99.09
Blend 94.29 99.26 68.37 86.73 82.12 97.54
SIG 93.97 99.97 68.50 99.80 82.84 99.87
WaNet 94.05 99.84 68.95 99.61 82.38 99.09
FTrojan 94.16 99.34 68.10 97.52 82.45 97.86

Table 1. Statically Extended 2D Backdoor Attacks. Statically
extending 2D backdoor attacks to the video domain leads to high
CDA and ASR across all three considered datasets.

UCF101 HMDB51 KineticsSound
CDA(%) ASR(%) CDA(%) ASR(%) CDA(%) ASR(%)

Baseline 93.95 - 69.59 - 81.41 -
BadNet 94.11 99.97 69.08 99.54 82.25 99.74
Blend 94.21 99.44 67.03 95.95 81.67 95.79
SIG 94.24 100.00 68.63 100.00 82.84 100.00
WaNet 94.29 99.79 69.22 99.80 82.25 99.61
FTrojan 94.16 99.34 67.19 98.69 82.25 95.27

Table 2. Dynamically Extended 2D Backdoor Attacks. Dynam-
ically extending 2D backdoor attacks to the video domain leads to
high CDA and ASR across all three considered datasets.

Extending attacks dynamically, almost always, improves
CDA and ASR compared to extending them statically.
Natural Video Backdoors. A more interesting attack is
one that seems natural and could bypass human inspec-
tion [51, 74, 80, 87]. There are several natural “glitches”
that occur in the video domain and that one could exploit
to design a natural backdoor attack. For example, videos
might contain some frame lag, motion blur, video compres-
sion corruptions, camera focus/defocus, etc. In Table 3, we
report the CDA and ASR of three natural backdoor attacks:
frame lag (lagging video), video compression glitch (which
we refer to as Video Corruption), and motion blur. Interest-
ingly, these attacks could achieve both high clean data ac-
curacy and high attack success rate. It is worth noting that
for frame lag, a two-frame lag is used for UCF-101 and a
three-frame lag is used for HMDB-51 and Kinetics-Sounds.
More details are provided in the Supplementary.

Attacks Against Different Architectures. So far, all at-
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UCF101 HMDB51 KineticsSound
CDA(%) ASR(%) CDA(%) ASR(%) CDA(%) ASR(%)
Baseline 93.95 - 69.59 - 81.41 -
Frame Lag 92.94 97.20 68.04 98.76 82.51 98.19

Video Corrupt. 94.26 99.87 69.22 99.22 81.74 98.51
Motion Blur 93.97 99.92 68.17 97.52 82.19 99.22

Table 3. Natural Video Backdoor Attacks. Natural attacks
against video action recognition models could achieve high CDA
and ASR while looking completely natural to human inspection.

SlowFast TSM
CDA(%) ASR(%) CDA(%) ASR(%)

Baseline 96.72 - 94.77 -

BadNet 96.64 99.47 94.69 97.78
SIG 96.70 99.97 94.77 99.47
FTrojan 96.25 98.52 94.21 100.00
Frame Lag 96.43 99.97 94.63 97.96
Video Corruption 96.54 99.76 95.08 98.97
Motion Blur 96.46 99.55 94.50 99.39

Table 4. Video Backdoor Attacks Against Different Archi-
tectures (UCF-101). When tested against network architectures
other than 13D such as TSM and SlowFast, both image and natural
backdoor attacks can still achieve high CDA and high ASR.

tacks have been experimented with against an I3D network.
To further explore the behavior of backdoor attacks against
other video recognition models, we test a subset of the con-
sidered attacks against a 2D based model, TSM, and another
3D based model, SlowFast, on UCF-101. Table 4 shows
that all the aforementioned backdoor attacks perform sig-
nificantly well in terms of CDA and ASR against both TSM
and SlowFast architectures. Note that even though TSM is
a 2D based model, our proposed natural video backdoor at-
tacks still succeed in attacking it.

Recommendations for Video Backdoor Attacks. As men-
tioned in Section 3.2, the attacker must select a number of
frames to poison per video, keeping in mind that the video
will be sub-sampled and randomly cropped during evalua-
tion. Since the attacker is the one who trained the network in
the first place, he/she has access to the processing pipeline
and could exploit this during the attack. For example, if
video processing involves sub-sampling the video into clips
of 32 frames and cropping the frames into 224 x224 crops,
the attacker could pass to the network an attacked video of
a temporal length of 32 frames and a spatial size 224 x224,
hence bypassing sub-sampling and cropping. However, a
system could force the user to input a video of a partic-
ular length, possibly greater than the length of the sub-
sampled clips. This raises an important question regarding
how many frames the attacker should poison. Clearly, the
smaller the number of frames the attacker poisons, the less
detectable the attack is, but does the attack remain effective?
In Figure 4, we show the attack success rate of backdoor-
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Figure 4. Effect of the Number of Poisoned Frames (UCF-101).
Different colors refer to different number of frames poisoned dur-
ing the training of the attacked model. Training the model with
a single poisoned frame performs best for various choices of the
number of frames poisoned during evaluation.

Frame Motion

Lag Blur SIG BadNet FTrojan
Elimination Rate(%) 0.00 0.00 3421 33.77 34.12
Sacrifice Rate(%) 13.08 12.82 1517 1425 13.00

Table 5. Activation Clustering Defense (UCF-101). Whereas
Activation Clustering provides partial success in defending against
image backdoor attacks, it fails completely against natural attacks.

attacked models trained on clips of 1, 8, 16, and 32 frames,
and a randomly sampled number of poisoned frames (out of
32 total frames) when evaluated on clips of 1, 8, 16, and 32
poisoned frames (out of 32 total frames). Random refers to
training on a varying number of poisoned frames per clip.
Note that training the model against the worst-case scenario
(single frame), which mimics the case where only one of
the poisoned frames is sub-sampled, provides the best guar-
antees for achieving a high attack success rate.

Defenses Against Video Backdoor Attacks. We explore
the effect of extending some of the existing 2D backdoor
defenses against video backdoor attacks. Optimization-
based defenses are extremely costly when extended to the
video domain. For example, Neural Cleanse (NC) [69], I-
BAU [84], and TABOR [24] involve a trigger reconstruc-
tion phase. The trigger space is now bigger in the presence
of the temporal dimension, and therefore, instead of opti-
mizing for a 224 x224 %3 trigger, the defender has to search
for a 32x224x224x3 trigger (assuming 32 frame clips are
used), which is both costly and hard to solve. The attacker
has the spatial and temporal dimensions to design and em-
bed their attack in, and, therefore, reverse engineering the
trigger is quite hard.

We consider three well-known defenses that introduce no
computational overhead when adopted to the video domain,
namely Activation Cluster (AC) [9], STRIP [21], and prun-
ing [43]. AC computes the activations of a neural network
on clean samples (from the test set) and an inspection set
of interest which may be poisoned. AC then applies PCA
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Figure 5. STRIP Defense (UCF-101). Whereas the entropy of
image backdoor attacks is very low compared to that of clean sam-
ples, the proposed natural backdoor attacks have a natural distri-
bution of entropies similar to that of clean samples.
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Figure 6. Pruning Defense (Kinetics-Sounds). Pruning is com-
pletely ineffective against image backdoor attacks extended to the
video domain and natural video backdoor attacks. Even though
the clean accuracy has dropped to random, the attack success rate
is maintained at very high levels.

to reduce the dimension of the activations, after which the
projected activations are clustered into two classes and com-
pared to the activations of the clean set. STRIP blends clean
samples with the samples of a possibly poisoned inspec-
tion set. The entropy of the predicted probabilities is then
checked for any abnormalities. Unlike clean samples, poi-
soned samples tend to have a low entropy. Pruning suggests
that the backdoor is usually embedded in particular neurons
in the network that are only activated in the presence of the
trigger. Therefore, those neurons are supposed to be dor-
mant as far as the test set samples, i.e. clean samples, are
concerned. This allows us to detect and prune those dor-
mant neurons to eliminate the backdoor. Table 5 shows the
elimination and sacrifice rates of AC when applied against
some of the considered attacks. The elimination rate refers
to the ratio of poisoned samples correctly detected as poi-
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Figure 7. Clean and Attacked Audio Spectrograms. The uti-
lized audio backdoor attacks are not only audibly imperceptible
but also leave no perceptible artifacts in the Mel spectrogram. The
spectrogram of each attack is followed by the absolute difference
of the attacked spectrogram with the clean one.

Baseline Sine Attack High Frequency Attack

CDA(%) 49.21 47.21 47.61
ASR(%) - 96.36 95.96

Table 6. Audio Backdoor Attacks (Kinetics-Sounds). Both sine
attack and the high-frequency band attack perform similarly to
baseline in terms of CDA while being able to achieve high ASR.

soned to the total number of poisoned samples, whereas the
sacrifice rate refers to the ratio of clean samples incorrectly
detected as poisoned to the total number of clean samples.
Whereas AC has partial success in defending against image
backdoor attacks, it fails completely against the proposed
natural backdoor attacks. Figure 5 shows that the entropy
of the clean and poisoned samples of the proposed natural
attacks is very similar and therefore could evade the STRIP
defense, while BadNet and FTrojan are detectable. Finally,
Figure 6 shows that pruning the least active neurons causes
areduction in CDA without reducing ASR. This is observed
not only for the natural attacks, but also for the extended im-
age backdoor attacks, hinting that image backdoor defenses
are not effective in the video domain.
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Late Fusion

Early Fusion

Clean Audio Sine Attack  High Freq. Attack ‘ Clean Audio Sine Attack High Freq. Attack
Clean Video 80.25/ - 81.74/70.98 80.96/77.91 84.72 /- 83.48/92.23 83.94/93.72
BadNet 77.33/66.97 78.63/99.74 77.33/99.87 ‘ 87.50/99.29  85.10/99.87 85.75/100.00
Blend 79.60/75.06 80.76 /99.68 79.08 /99.61 86.08/98.19  83.55/99.81 85.43/99.87
SIG 78.50/68.33  80.12/99.87 79.02 / 100.00 ‘ 86.92/99.81 84.97/100.00 85.95/100.00
WaNet 77.66/68.39 79.79/99.94 79.02/99.94 86.46/98.96 84.97/100.00 85.88/100.00
FTrojan 79.66/67.16  80.76/99.48 79.99/99.29 ‘ 86.08/98.58  84.65/99.94 85.49/100.00
Frame Lag 79.08/63.41 80.57/99.74 79.47199.87 86.08/98.19  84.59/99.94 84.65 / 100.00
Video Corruption 78.11/64.57 78.24/99.68 77.66/99.94 ‘ 86.59/99.29  84.59/100.00 85.43/100.00
Motion Blur 79.79769.24  80.70/99.68 79.86 /99.94 86.40/98.58 84.65/100.00 85.62/100.00

Table 7. Audiovisual Backdoor Attacks (Kinetics-Sounds). The entries in the table report the CDA(%)/ASR(%) of attacking late and
early fused audiovisual networks. When a single modality is attacked, late fusion has a low ASR compared to early fusion. When both

modalities are attacked, the ASR of both late and early fusion are high.

4.3. Audio Backdoor Attacks

Attacks proposed against audio networks have been lim-
ited to adding a low-volume one-hot-spectrum noise in the
frequency domain, which leaves highly visible artifacts in
the spectrogram [86] or adding a human non-audible com-
ponent [34], f < 20Hz or f > 20kHz, which is non-
realistic, since spectrograms usually filter out those frequen-
cies. We consider two attacks against the Kinetics-Sounds
dataset; the first is to add a low-amplitude sine wave com-
ponent with f = 800Hz to the audio signal, and the second
is to add band-limited noise 5kHz < f < 6kHz. The spec-
trograms and the absolute difference between the attacked
spectrograms and the clean spectrogram are shown in Fig-
ure 7. Since no clear artifacts are observed in the spectro-
grams, human inspection fails to label the spectrograms as
attacked. The CDA and ASR rates of the backdoor-attacked
models for both attacks are shown in Table 6. The attacks
achieve a relatively high ASR.

4.4. Audiovisual Backdoor Attacks

Now, we combine video and audio attacks to build a
multi-modal audiovisual backdoor attack. The way we do
it is by taking our attacked models from Sections 4.2 and
4.3 and applying early or late fusion. For early fusion, we
extract video and audio features using our trained audio and
video backbones, and we then train a classifier on the con-
catenation of the features. In late fusion, the video and au-
dio networks predict independently on the input, and then
the individual logits are aggregated to produce the final pre-
diction. To answer the three questions posed in Section 3.3,
we run experiments in which both modalities are attacked
and others in which only a single modality is attacked for
both early and late fusion setups (Table 7). We summarize
the results as follows. (1) Attacking two modalities con-
sistently improves ASR and even CDA in some cases. (2)
Attacking a single modality is good enough to achieve a

high ASR in the case of early fusion but not late fusion.
(3) Early fusion enables the best of both worlds for the at-
tacker, namely, a high CDA and an almost perfect ASR. On
the other hand, late fusion experiences some serious drops
in ASR in the unimodal attack setup. An interesting find-
ing in these experiments is the following: if the outsourcer
has the option to outsource the most expensive modality,
training wise, while training other modalities in-house, ap-
plying late fusion could be used as a defense mechanism,
especially in the presence of more clean modalities.

5. Conclusion

Backdoor attacks present a serious and exploitable vul-
nerability against both unimodal and multi-modal video
action recognition models. We showed how existing im-
age backdoor attacks could be extended either statically
or dynamically to develop powerful backdoor attacks that
achieve both a high clean data accuracy and a high attack
success rate. Besides existing image backdoor attacks, there
exists a set of natural video backdoor attacks, such as mo-
tion blur and frame lag, that are resilient to existing image
backdoor defenses. Given that videos are usually accom-
panied by audio, we showed two ways in which one could
attack audio classifiers in a human inaudible manner. The
attacked video and audio models are then used to train an
audiovisual action recognition model by applying both early
and late fusion. Different combinations of poisoned modal-
ities are tested, concluding that: (1) poisoning two modal-
ities could achieve extremely high attack success rates in
both late and early fusion settings, and (2) if a single modal-
ity is poisoned, unlike early fusion, late fusion could reduce
the effectiveness of the backdoor.
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