
Towards Engineered Safe AI with Modular Concept Models

Lena Heidemann, Iwo Kurzidem, Maureen Monnet, Karsten Roscher
Fraunhofer IKS

{firstname.lastname}@iks.fraunhofer.de

Stephan Günnemann
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Abstract

The inherent complexity and uncertainty of Machine
Learning (ML) makes it difficult for ML-based Computer Vi-
sion (CV) approaches to become prevalent in safety-critical
domains like autonomous driving, despite their high perfor-
mance. A crucial challenge in these domains is the safety
assurance of ML-based systems. To address this, recent
safety standardization in the automotive domain has intro-
duced an ML safety lifecycle following an iterative develop-
ment process. While this approach facilitates safety assur-
ance, its iterative nature requires frequent adaptation and
optimization of the ML function, which might include costly
retraining of the ML model and is not guaranteed to con-
verge to a safe AI solution. In this paper, we propose a
modular ML approach which allows for more efficient and
targeted measures to each of the modules and process steps.
Each module of the modular concept model represents one
visual concept and is aggregated with the other modules’
outputs into a task output. The design choices of a modu-
lar concept model can be categorized into the selection of
the concept modules, the aggregation of their output and
the training of the concept modules. Using the example of
traffic sign classification, we present each step of the in-
volved design choices and the corresponding targeted mea-
sures to take in an iterative development process for engi-
neering safe AI.

1. Introduction
Artificial intelligence (AI) has made significant advance-
ments in recent years, enabling machines to perform com-
plex tasks with remarkable precision. However, as AI
systems become more sophisticated, ensuring their safety
and reliability poses significant challenges. The inher-
ent complexity and uncertainty of AI requires an innova-
tive approach to safety assurance of AI systems in safety-
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Figure 1. Example of a modular concept model for traffic sign
classification (Image: GTSRB [31]).

critical domains like autonomous driving. The upcoming
safety standard for the use of AI in road vehicles ISO PAS
8800 [16] provides principles for building an assurance ar-
gument for the safety of an AI system. The principles in-
clude the use of an iterative approach based on the AI safety
lifecycle proposed by Burton et al. [5]. The safety lifecycle
includes data specification and collection, selection and de-
sign of the Machine Learning (ML) approach, evaluation,
and causal analysis.

While an iterative approach to assuring AI safety helps
with reducing uncertainty in the safety argument, there is
still a risk of not achieving all safety goals. With many,
potentially conflicting, safety goals to optimize towards at
the same time, it may become difficult for the ML model to
converge to a solution that fulfills all safety goals. Adapt-
ing and retraining the model might lead to an improvement
in one safety property, while deteriorating another, e.g.,
like a potential trade-off between interpretability and per-
formance [3, 4, 14]. Additionally, it might entail frequent
resource-intensive retrainings of the ML model as part of
the iterative adaptation and optimization [3]. In this paper,
we propose a practical and systematic approach to engineer-

This CVPR Workshop paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

3564



ing safe AI in a more targeted and efficient way. We explore
modular concept models and their application in enhancing
the safety and reliability of AI systems. By breaking down
ML models into independent modular components and es-
tablishing clear conceptual boundaries, potential risks and
vulnerabilities can be effectively identified and addressed.

In the context of computer vision, concepts can be de-
fined as features in an image that are relevant for the primary
task of the model. A modular concept model consists of
multiple independent concept modules. Their outputs span
the concept representation space which in turn serves as the
input to the concept module aggregation for determining the
task output (see Figure 1). Each module represents one vi-
sual concept, e.g., shape, color, or symbol of a traffic sign.
The output of the concept modules is aggregated into a task
output, e.g., the traffic sign class. The development pro-
cess of a modular concept model includes the selection of
the concept modules, the aggregation of their output and the
training of the concept modules.

The variety in design possibilities and the modularity al-
low for more flexibility in the model’s design and a more
targeted optimization. Thus, by using modular concept
models, a more resource-efficient and goal-oriented itera-
tive development may be implemented, e.g., as updates can
be restricted to only one concept module instead of the en-
tire ML function. Modular concept models additionally of-
fer interpretability by using the detected concepts and their
relevance for the task prediction. These insights may facili-
tate the causal analysis which is performed during the safety
lifecycle.

In this paper we propose a modular approach to engi-
neering safe AI with concept modules as essential build-
ing blocks. Using the example of traffic sign classification,
we perform an iterative development process with targeted
optimization in each category of design choices: concept
representation space, concept module aggregation, and con-
cept module training. This exemplary development process
illustrates the potential of using modular concept models
for engineering safe AI systems that can be trusted and de-
ployed in safety-critical domains with increased confidence,
while maintaining efficiency and adaptability.

2. Related Work
Modular concept models mainly build upon two emerging
fields of research: explaining ML models with high-level
concepts (concept models) and more generally, the field of
modular deep learning.

2.1. Concept Models

The use of high-level concepts to explain predictions in
deep image recognition models encompasses two streams of
research: the first one incorporates the concepts after train-
ing (post-hoc concept models) to understand which con-

cepts are the most activated in the network, while the second
one aims to directly train the model using these concepts
(inherent concept models).

One approach to post-hoc concept-based explanations is
testing with concept activation vectors (TCAV) [17], where
concept activation vectors of user-defined concepts are cal-
culated and their alignment with a trained CNN’s latent
space for the prediction of a specific class is measured.
Other approaches also leverage the latent space of a trained
network to identify mappings to one or a combination of
predefined concepts [12, 17, 35, 36]. However, these expla-
nations are not grounded in the internal mechanisms of the
model, so they may lack reliability.

Other studies focus on constraining the model’s latent
space to accommodate a set of concepts, thereby making
the model interpretable by design. This is achieved by in-
tegrating a concept bottleneck layer [18, 22, 23], a concept
whitening layer [8], or the utilization of supplementary in-
formation such as image descriptions [34].

Instead of relying on datasets with concept annotations, a
parallel stream of research consists of using concepts found
in an unsupervised manner, both in post-hoc [11, 13] and in
inherent concept models setups [7, 25]. A significant limi-
tation of this approach is that the discovered concepts may
not resonate with human understanding. Hence, we focus
in this work on inherent concept models where the concepts
of interest have been previously defined and annotated by a
domain expert or user, thereby contributing to the develop-
ment of engineered safe AI.

2.2. Modular Deep Learning

Modular Deep Learning (DL) is a more general approach
than concept models and also applies to use cases beyond
image recognition. Modular neural architectures incorpo-
rate modules that can be updated independently, similar to
biological systems where specialized components perform
distinct functions, leading to adaptability and resilience.
They consist of the implementation of modules, a routing
function for their selection, and an aggregation function for
combining module outputs. This modularity enables local
updates, facilitating adaptation to new tasks and improving
sample efficiency [27]. The routing function can be fixed,
when metadata such as expert knowledge about sub-tasks
is available [29], or learned, when the modules are selected
during training. In the aggregation step, the modules’ out-
puts can be weighted and summed [24], or take the form
of a function, where either a sequential [9, 26] or hierar-
chical (tree) structure dictates the aggregation order [2]. In
the training phase, the modules are either jointly trained as
in [20], are incrementally introduced during continual learn-
ing [30], or are incorporated post-pre-training as a means to
fine-tune the model in transfer learning scenarios [28].
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3. A Modular Approach to Engineering
Safe AI

In this section we first give a brief overview of the ML
safety lifecycle introduced by Burton et al. [5] and men-
tioned in ISO PAS 8800 [16]. We then describe our modu-
lar approach in more detail and explain why it may address
some of the practical challenges that accompany the ML
safety lifecycle.

3.1. ML Safety Lifecycle

Due to the inherent complexity of ML [6] and the resulting
multi-layered uncertainty in the overall safety argumenta-
tion, only an iterative ML development process can help
to identify and mitigate the safety assurance gaps in or-
der to achieve the formulated safety goal(s). These safety
assurance gaps can manifest themselves from uncertainties
regarding data, model or environment and require suitable
solutions, for instance concept models and/or modular ML
approaches, to improve certain safety properties.

The presented ML safety lifecycle from Burton et al. [5]
highlights the need of a continuous identification of (ML)
insufficiencies and subsequent incremental improvement of
the (ML) system to tackle the complexity and ultimately sat-
isfy allocated safety requirements. The ML lifecycle there-
fore demands an iterative development, which requires fre-
quent adaptation and/or optimization of the ML function to-
wards safety goals. The main steps of the lifecycle include:

1. Data specification and collection for training and test
2. Selection of ML approach and design of architectural

measures to minimize and mitigate insufficiencies
3. Evaluation of performance with respect to the derived

safety requirements
4. Evaluation of the impact and causes of performance in-

sufficiencies

The fundamental idea behind this approach is to eventually
reach a state at which there is sufficient confidence in the
achieved safety assurance argumentation by repeated cycles
of evaluation and optimization.

However, an optimal solution that satisfies all safety
goals may not be guaranteed to be found within reason-
able effort. Additionally, regular and comprehensive sys-
tem updates can be very resource- and time-intensive [3]. It
is therefore beneficial to apply suitable and efficient mea-
sures to identified insufficiencies, instead of retraining the
ML model from scratch each iteration potentially optimiz-
ing towards conflicting goals. The design of modular con-
cept models may help to address these challenges and facil-
itate the implementation of all steps within the ML safety
lifecycle.

3.2. Modular Concept Models

Modular concept models break up a complex vision task
into subtasks of recognizing relevant visual concepts (con-
cept modules), the outputs of which are aggregated into a
transparent model prediction for the primary task. Figure 1
illustrates an exemplary forward pass through a modular
concept model for traffic sign classification. Based on an
input image, the concept modules, which are trained inde-
pendently, each predict one visual concept describing the
shape or color of the traffic sign or symbols on it. The re-
sulting concept predictions are then aggregated into a class
prediction, using a classifier in this case.

When developing a modular concept model for a specific
use case, there are three main areas of design possibilities:
concept representation space, concept module aggregation,
and concept module training. The goal in the design of the
concept representation space is the selection of an optimal
set of concepts relevant to the primary task. Concept mod-
ule aggregation describes how the concept modules’ out-
puts are aggregated into a task prediction. For classification,
the aggregation may follow simple pre-defined rules with-
out any training, when the mapping between concepts and
classes is clearly defined. In case of more complex concept-
class relationships, a classifier which was trained on data
may be the better fit. Finally, the concept modules them-
selves can be designed and trained in various ways. The
model architecture and training process can be optimized
for each concept individually.

Modular concept models offer interpretability using the
detected concepts and the concept module aggregation. The
decision of the model can be explained through the pres-
ence or absence of certain visual concepts and their rele-
vance for the final prediction. The many design possibili-
ties for modular concept models broaden the solution space
for optimizing towards safety goals. Additionally, the mod-
ularity allows for more targeted modifications of the model
and therefore a more efficient search in this broader solution
space.

These properties of modular concept models align well
with the safety lifecycle presented in Section 3.1. The inter-
pretability facilitates the evaluation of the impact and causes
of performance insufficiencies (step 4 of the safety lifecy-
cle). The many design possibilities increase the size of the
toolbox for the selection of ML approach and design of ar-
chitectural measures to minimize and mitigate insufficien-
cies (step 2). The design of the modular concept model can
be optimized according to the requirements of the use case
including e.g., assigning more importance to more safety-
critical concepts. This can also be reflected in the evalua-
tion of performance with respect to the derived safety re-
quirements (step 3), in that additional more differentiated
requirements can be defined for each concept module de-
pending on their impact on the safety of the system. Finally,
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Figure 2. Mapping between concepts and classes in GTSRB. Green denotes that the concept must be present for an image to be classified
as the respective class, gray that the concept should not be present.

the targeted modifications of the modular concept model
may decrease the effort for the frequent model updates in-
tended by the iterative development process. Updates can
be restricted to only one concept module and may include
measures like using additional data sources for this specific
concept module (step 1).

4. Iterative Development of Modular Concept
Models for Traffic Sign Classification

In the following we iterate through each step in building
a modular concept model and present potential measures
to take during an iterative development process for safety-
critical systems. The steps are the design of the concept
representation space, the concept module aggregation, and
the concept module training. We perform our experiments
mainly on the German Traffic Sign Recognition Benchmark
(GTSRB) dataset [31], while for some concept modules
we also consider three additional traffic sign datasets: the
Arabic Traffic Sign dataset (ArTS) [21], the Belgian Traf-
fic Sign dataset (BelgiumTS) [33], and a dataset of African
traffic signs (AfTS) [1] extracted from the Mapillary traffic
sign dataset [10] and the DFG traffic sign dataset [32]. We
use ResNet-18 models [15] for training the concept mod-

ules and nearest centroid, decision tree, and random forest
classifiers for concept module aggregation. While we see
potential for improvement of this setup, e.g., in optimizing
model architecture for each module, we choose this simple
setup to allow a broader analysis covering all steps.

4.1. Concept Representation Space

The iterative development process of a modular concept
model begins with the selection of concepts relevant to the
classification task, i.e., designing the concept representation
space. For the GTSRB dataset [31] we extend the concept
definitions of [19] to 43 visual concepts (colors, shapes,
numbers, and symbols) and annotate them.

Before we start training the concept modules, we can
first analyze and optimize the current concept space and its
relation to the classes with minimal effort. All concepts and
their relationship to the traffic sign classes of GTSRB are
shown in Figure 2. We see that most classes share many
concepts and only differ in one or two concept annotations.
The distance between classes in terms of concept annota-
tions might give an indication on how likely these classes
will be confused when one or two relevant concept modules
provide a wrong prediction. Figure 3a gives an overview
of the distances between all triangular traffic sign classes in
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(b) Concept representation space with two distinct triangular con-
cepts: pointing upwards and downwards.

Figure 3. Distances between triangular traffic sign classes mea-
sured as the distance between their concept representations. The
introduction of two triangular shape concepts (3a→3b) increases
the distance between the Yield sign and all other triangular signs
by 2.

GTSRB, calculated as the Hamming distance between their
concept representations. We choose to depict this subset of
classes because it contains the most class pairs with a dis-
tance of only 1. In particular, the Yield sign (downwards
pointing triangular white sign with a red border) has a con-
cept distance of 1 to most of the other triangular signs. This
means, if the symbol on a triangular sign is not detected

correctly, the model will wrongly classify this sign as Yield.
This type of misclassification might be hazardous in an au-
tomated driving scenario and should be prevented.

One strategy for error mitigation is to focus on directly
improving the concept modules that differentiate the Yield
from the warning signs. For these traffic signs, a modifica-
tion in the concept space might already alleviate the issue,
since the signs differ in another visual concept currently not
captured by the concept space: All signs are triangular, but
the triangle of the Yield sign points downwards. We there-
fore split the triangular shape concept into two concepts de-
scribing the downward and upward pointing triangles re-
spectively. This change results in an increase in concept
distance between the Yield sign and all other triangular signs
from 1 to 3 (see Figure 3b). Although there is a distance of
1 remaining between the Pedestrian sign and the Children
crossing sign, a potential confusion will likely not be safety
relevant. However, the final judgment on the severity de-
pends on the following downstream task.

We further evaluate the potential effects of this modifi-
cation in the concept space on the class predictions. For
GTSRB the concept-class relations are clearly defined but
the concept modules may provide wrong predictions or con-
cepts might be occluded in the image. Consequently, when
evaluating the effects of a change in the concept space, we
should focus on how robust the class predictions are to er-
rors in the concept space. To that end, we apply different
concept aggregation methods to the ground-truth annota-
tions and test them with varying levels of error in the con-
cept input. An error of 5% would correspond to randomly
setting 5% of the positive concept annotations (concept is
present) to negative (concept is not present), and vice versa.
The methods we include are nearest centroid, decision tree,
and random forest classifiers. Nearest centroid classifica-
tion simply assigns the class whose centroid is the closest to
the concept input. The centroids are defined by the concept-
class mapping (see Figure 2). We additionally train decision
tree and random forest classifiers. For each of those, we ap-
ply two variants: either trained with the ground-truth con-
cept annotations or trained with an introduced error of 5%
in the input. The introduced error in the training input data
is expected to decrease overfitting and increase the robust-
ness to errors in the concept space during testing.

Figure 4 shows the per-class accuracy of different con-
cept aggregation methods for varying levels of error in the
concept input of a hold-out validation set of GTSRB. The
first row is trained and evaluated on the baseline concept
space with one triangular concept, the second row on the ex-
tended concept space with two distinct triangular concepts
(pointing upwards and downwards). For the baseline con-
cept space, we observe for all methods that there is a notice-
ably steeper decline in accuracy with increasing input error
for the Yield sign compared to other classes. This is particu-
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Figure 4. Balanced per-class accuracy on the GTSRB test set with different error rates in the concept input (concept error rate). The train
concept error rate denotes the error rate in the concept input during the training of the respective classifier (except for nearest centroid
which does not require training). For better readability, only relevant classes are listed in the legend.

larly visible, when the introduced error in the training input
for decision tree and random forest classifiers lead to less
overfitting for most classes, while the performance of Yield
barely changes or even worsens. Notably, by introducing a
concept for downward pointing triangles and therefore in-
creasing the distance between Yield and other classes, the
robustness of Yield to input concept error increases substan-
tially. We can observe this in the second row of Figure 4,
where Yield shows a smaller decrease in accuracy with in-
creasing input error, while other class accuracies are barely
affected by the concept space modification.

The design of the concept space, i.e., the selection of
relevant concepts, already has a considerable impact on the
resulting modular concept model. Using only the concept
and class annotations and without training concept modules,
we can already perform an analysis of the concept space and
apply targeted measures for improving the model. The Yield
traffic sign example shows how even a small modification in
the concept space may lead to more robust class predictions.

4.2. Concept Module Aggregation

Another crucial step in the development process of modular
concept models is the choice of concept module aggrega-
tion. Given the selected concepts and trained concept mod-
ules, we want to find a suitable method for concept aggre-
gation aiming for high task accuracy. We select the concept
space with two triangular concepts, as described in Sec-

Concept representation type
Method Binary Continuous

Nearest centroid 96.01 97.66
Decision tree 96.27± 0.01 96.10± 0.11
Random forest 96.53± 0.23 97.04± 0.09

Table 1. Class accuracy on the GTSRB test set (in %). Mean and
standard deviation over 10 training runs with different seeds.

tion 4.1, and train a concept module for each concept. The
trained concept modules achieve a mean balanced concept
accuracy of 97.551% ranging from 83.333% for Symbol ar-
row bottom left to 99.996% for Symbol stop. The output
of these concept modules is then used as the input for the
concept module aggregation methods. The type of concept
representation can either be binary, i.e., 0 for not present
or 1 for present, or continuous, i.e., a confidence value be-
tween 0 and 1.

Table 1 shows the test accuracy on traffic sign classifica-
tion for three basic concept aggregation methods: Nearest
centroid, decision tree, and random forest classifiers. The
classifiers are trained and tested either on binary or contin-
uous concept representations. Only nearest centroid classi-
fiers are not trained since the centroids are defined by the
concept-class mapping (see Figure 2). As a result, there
is no variance in the accuracy for nearest centroid classi-
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Dataset
Concept module GTSRB AfTS ArTS BelgiumTS

Symbol attention ✓ ✓ ✗ ✓
Symbol arrow bottom left ✓ ✓ ✓ ✗
Symbol curve left ✓ ✓ ✓ ✓
Symbol arrow roundabout ✓ ✓ ✓ ✓

Table 2. Available datasets for each concept module.

Concept module
Data Symbol attention Symbol arrow bottom left Symbol curve left Symbol arrow roundabout

GTSRB 91.05± 1.67 84.45± 3.15 93.73± 10.43 95.67± 2.76
GTSRB + others 95.52± 1.17 89.17± 5.82 96.75± 7.06 97.58± 1.22

Table 3. Balanced concept accuracy on the GTSRB test set (in %). Mean and standard deviation over 10 training runs with different seeds.

fiers. The highest test accuracy of 97.66% is achieved with
a nearest centroid classifier using the continuous concept
representation as input.

For a rather simple use case like traffic sign classifica-
tion, where the concept-class mapping is clearly defined, it
may not be surprising that assigning classes solely based on
distance works well already. With more complex concept-
class relationships, the optimal choice of concept module
aggregation may vary depending on the dataset or task and
a wider selection of methods may be required. Yet the
complexity of the method for concept module aggregation
should not be higher than necessary in order to preserve an
adequate level of interpretability. A low level of complexity
would also allow to easily incorporate additional informa-
tion, like uncertainty metrics. This would enable a tailored
solution to the risks associated with the ML system.

4.3. Concept Module Training

In addition to designing the concept space and selecting a
suitable concept module aggregation method, it is also pos-
sible to optimize the concept modules themselves. While
most concept modules we trained for the concept space de-
fined in Section 4.1 perform well, there are some modules
with larger room for improvement. Due to the modularity
of our approach, we can focus efforts on refining only these
low-performing concept modules.

One approach for improving performance is to use more
data for training. For our use case we consider three
additional traffic sign datasets besides GTSRB: African
TS [1, 10, 32], Arabic TS (ArTS) [21], and Belgium
TS [33]. These datasets have overlapping classes but also
classes specific to each dataset. For our modular approach
this is not an issue as we can include any dataset where the
respective concept is present and annotated. When training
a standard end-to-end image classifier, a combined coher-

ent dataset containing only the classes of the target dataset
would be needed, which might require a tedious manual
merging of the datasets. At the same time, a standard clas-
sification model would have to be retrained each time, af-
fecting the classification of other classes, too. Adding data
from other sources would be similarly challenging if we
used only one model to predict all concepts instead of one
independently trained module per concept. Any additional
dataset would have to contain annotations for all the defined
concepts, not only the one that needs improvement.

In our example, we focus on improving the performance
of four different concept modules (Symbol Attention, Sym-
bol Arrow Bottom Left, Symbol Curve Left, Symbol Arrow
Roundabout) by including more data from other sources.
Out of all concept modules with a balanced test accu-
racy < 96% the selected concepts are the ones which are
present in at least one of the other traffic sign datasets and
would likely benefit from this additional data. Not all four
concepts are present in all traffic sign datasets. This is not
an issue for modular concept models since we can tailor the
datasets to each concept module. Table 2 lists the avail-
able datasets for each concept module. We train concept
modules for each concept on GTSRB and on all datasets
available for the respective concept. Table 3 shows the
balanced class accuracy of these modules on the GTSRB
test set. We can observe that including more datasets in
the training leads to a higher mean balanced test accuracy
overall for all four concept modules. The spread in accu-
racy across different random initializations is quite high for
some concept modules, which might be due to a smaller
number of positive test samples (samples where the con-
cept is present) in GTSRB (Symbol Attention: 390, Symbol
Arrow Bottom Left: 90, Symbol Curve Left: 60, Symbol Ar-
row Roundabout: 90). For Symbol Attention, the increase
in mean balanced test accuracy exceeds one standard de-
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viation. For the other concepts we can still infer a trend
towards higher performance through adding more datasets.
We also evaluate the best performing concept aggregation
method, nearest centroid. We see that this improvement of
just 4 out of 44 concept modules already leads to a small
increase in class accuracy from 97.66% (see Table 1) to
97.83%.

Naturally the training of the concept modules has a high
impact on the modular concept model’s performance. The
modularity of the approach allows for a targeted optimiza-
tion of selected concept modules and the use of datasets
tailored to each concept. In our traffic sign classification
example, we see that performance increases by including
datasets from other sources in the training of the concept
modules.

5. Conclusion
The iterative development process required in the safety
assurance of AI systems may entail challenging engineer-
ing with potentially conflicting safety goals and frequent
adaptations. In this paper, we propose modular concept
models for engineering safe AI. Modular concept models
comprise multiple independently trained concept modules,
whose outputs are aggregated into a prediction for the pri-
mary task. Such a modular approach allows for a tailored
solution to the data and task at hand, as well as a variety of
targeted measures to optimize towards a safe AI system.

To demonstrate the potential of modular concept mod-
els, we guide through an exemplary iterative development
process of a traffic sign classifier, covering each part of the
modular concept model: concept representation space, con-
cept module aggregation, and concept module training. Our
experiments on GTSRB [31] show how even small changes
that do not require any retraining of large models and an in-
dividual tailoring of datasets can lead to an improvement of
the model’s performance.

The design of the concept representation space can al-
ready have a substantial impact on the modular concept
model. For classification, the challenge is in selecting the
relevant concept modules which separate the classes well
and therefore reduce class confusion due to concept pre-
diction errors. A metric that can aid in optimizing the se-
lection of concept modules is the distance between classes
measured in distance between their concept representations.
In the traffic sign example, we observe a particularly small
distance between the Yield sign and other triangular signs.
To increase this distance, we apply a small change in the
design of the concept representation space, that is replacing
the concept for triangular shape with two concepts, one for a
triangular shape pointing upwards and one for downwards.
We show how this easy modification reduces the misclassi-
fication of the Yield sign, as it increases the distance to other
triangular signs in terms of concept representation.

The selection of the method for aggregating the outputs
of the concept modules also plays a crucial role in the devel-
opment of modular concept models. Given a set of trained
concept modules for traffic signs, we compare three differ-
ent aggregation methods on binary and continuous concept
representations. We find that, for our example, the nearest
centroid classifier using continuous concept representations
performs best and achieves a class accuracy of 97.66%.

Finally, we focus on improving the concept modules
themselves. We select low-performing concept modules
and enrich their training data with data from other traf-
fic sign datasets (African TS [1, 10, 32], Arabic TS
(ArTS) [21], and Belgium TS [33]). This works particularly
well for modular concept models because it neither requires
matching classes, as would be the case for standard classifi-
cation models, nor concept annotations for all concepts, as
would be the case for a single model predicting all concepts.
For modular concept models, the only requirement for addi-
tional datasets is the presence and annotation of the concept
of the module that needs improvement. For the traffic sign
example, we demonstrate an improvement in concept ac-
curacy of four concept modules by including more data in
the training. We also show that this effort concentrated on
only 4 out of 44 concept modules already results in a small
improvement of class accuracy from 97.66% to 97.83%.

This paper illustrates the potential of modular concept
models for engineering safe AI using the example of traf-
fic sign classification. The simplicity of the use case, in
terms of concepts as well as the mapping between concepts
and classes, aids in demonstrating the proposed modular ap-
proach. However, future work should focus on exploring
other use cases with a higher degree of complexity as well.
Additionally, research on each part of the modular concept
model can be extended. Concept module aggregation meth-
ods could incorporate additional information, like concept
prediction uncertainty. The training data can be further tai-
lored to each concept module, including the use of synthetic
data. Additionally, the optimization of the concept mod-
ules themselves can be enhanced, e.g., by using different
model architectures for each concept module and by poten-
tially including non-AI methods as well. This optimization
may also focus on other aspects than performance, e.g., do-
main generalization in order to enable the reuse of concept
modules. These future research directions may help with
evaluating and tapping the full potential of modular concept
models and advancing towards engineered safe AI.
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