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Abstract

Constructing a 3D scene graph of an environment is es-
sential for agents and smart glasses assistants to develop an
understanding of their surroundings and predict relation-
ships between various entities within it. 3D Scene Graph
Prediction (3DSGP) is commonly adopted to predict the
spatial and semantic relationships between objects in a 3D
environment reconstructed from posed (calibrated) RGB-D
sequences, such as object containment or adjacency. How-
ever, reconstructing a scene can be time-consuming and
computationally intensive, and requires specialized hard-
ware like IMUs for accurate poses. The reliance on (1)
robust algorithms and (2) accurate camera poses limits its
applicability. Unlike existing 3DSGP methods, we propose
to perform perception and reasoning on each frame without
assuming available camera poses, which we call EgoSG,
to estimate 3D scene graphs directly from egocentric frame
sequences. In our method, per-frame instance features are
acquired from a partial (per-frame) point cloud. By glob-
ally optimizing per-frame features, object instances are then
associated across the egocentric frames, and graph rep-
resentations are aggregated for 3D scene graph predic-
tion. Compared to the state-of-the-art methods that heavily
rely on 3D reconstruction, our approach is reconstruction-
free and can be derived directly from unposed RGB-D se-
quences. We benchmark our EgoSG framework against ex-
isting reconstruction-based approaches on 3DSGP tasks.
Our method outperforms the state-of-the-art methods by a
large margin, achieving +44.63 R@1 in Object and +22.74
R@1 in Predicate from egocentric sequences without any
reliance on reconstruction algorithms or camera poses.

1. Introduction
Egocentric agents capture 4D perception footage for scene
understanding purposes while it actively traverses and inter-

Figure 1. We present EgoSG to learn 3D scene graphs from un-
posed RGB-D videos.

acts with the complex 3D world [13]. This process approx-
imates human visual system (HVS) to some extent, in rec-
ognizing and reasoning the 3D visual clues surrounding us.
Abstracting scene graphs from 3D environments can be an
efficient and reasonable way to assist agents in structuring
their spatial-awareness. Specifically, 3D objects and their
relationships are usually captured and inferred as nodes and
edges during the estimation of 3D scene graphs, with the
objective of learning the contexts and relations between in-
stances within a scene. Examples of applications that bene-
fit from 3DSGP include interior adornment, robotic naviga-
tion, and AR/VR-powered intelligent applications.

Recently, a line of work [40, 44, 53] has been proposed
to perform 3D scene graph prediction (3DSGP), which was
an emerging 3D scene understanding task to jointly recog-
nize localized objects and their relationships in 3D environ-
ments, as defined in [40]. However, these existing 3DSGP
studies expect to take as inputs high-quality reconstructed
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scenes, where their graph prediction network could be built
upon. Unfortunately, this assumption has limited its ap-
plicability in mobile or egocentric applications, especially
when accurate camera poses or SLAM algorithms become
unavailable or unreliable, due to the hardware limitations
and power consumption.

To this end, unlike all existing 3DSGP approaches, we
propose EgoSG, a novel method that learns the scene graphs
from unposed RGB-D sequences via a reconstruction-free
manner. As the perception and reasoning processes of the
inferred graphs are performed on each ego-view of the en-
vironments, we term these estimated graphs as egocentric
scene graphs (EgoSGs), to differ them from the typical 3D
scene graphs which are learnt directly from reconstructed
global 3D scenes. To summarize, our contributions are in
three-folds:
• We propose EgoSG that learns 3D scene graphs from ego-

centric RGB-D sequences, without any reliance on cam-
era poses or SLAM techniques.

• Specifically, we propose to conduct local and global
graph reasoning to make use of the spatial-aware context
from both frame-level and video-level, respectively.

• Our approach outperforms the state-of-the-art approaches
whose assumptions (i.e., accurate point cloud reconstruc-
tions) might be hard to meet in many mobile devices such
as VR/AR devices and mid-range phones.

2. Related Work
3D Scene Understanding. Indoor 3D scene understand-
ing has been developed very fast since large-scale RGB-D
datasets are introduced, such as ScanNet [5] and S3DIS [1].
Both benchmarks contribute to fast movement of the 3D
scene understanding community. 3D scene understanding
as a general concept contains a variety of 3D perception
and reasoning tasks, which could be divided into three cat-
egories: low-level, middle-level and high-level tasks. Simi-
lar to 2D tasks where low-level vision deals with pixel-level
features, 3D low-level tasks mainly operate on point cloud
and focus on point-level tasks, such as point cloud regis-
tration [4, 18, 32, 50, 51, 54]. Middle-level tasks aim to
predict aggregated entities in the scene, such as 3D seman-
tic instance segmentation [8, 15, 16, 19, 28, 41, 56], and
3D object detection [31, 36, 47, 55]. As high-level tasks,
they focus on understanding more abstract semantics, such
as navigation, room layout estimation, and 3D scene graph
prediction. In this paper, we focus on the high-level task
end, more specifically 3D scene graph prediction problems,
where mainly the relations of instance objects in the scene
are inferred.
2D and 3D Scene Graph Analysis. Initially, scene graphs
(SG) were utilized in computer vision to capture addi-
tional semantic knowledge about objects and their inter-
relationships for image retrieval [20], while it was inher-

ited from visual relationship detection [27], to explore vi-
sual understanding beyond objects. Following the release of
the visual genome dataset [23], which contains large-scale
SG annotations on images, several image-based SG predic-
tion and generation techniques were developed, including
Xu et al.’s use of gated recurrent units (GRUs) to pass mes-
sage iteratively between primal and dual graphs formed by
the nodes and edges of the SG [45], and MotifNet’s gener-
ation of SGs using global context parsed through bidirec-
tional LSTM [52]. Most methods dealt with the SG de-
tection problems are typically built upon advanced object
detection networks, such as Graph R-CNN [48] proposed
an attentional variant of GCN and combined it with Faster
R-CNN [35] to process contextual information between ob-
jects and relationships. Later, [40] firstly introduced scene
graph recognition task to 3D community, where 3D scene
graphs are inferred from 3D reconstructed scenes, to de-
scribe the high-level relations between objects in the envi-
ronment, and this task has been being developed fast re-
cently [22, 43]. Some other work proposed to incremen-
tally reconstruct the scenes form posed RGB-D sequences,
where they built their graph prediction network on top of
SLAM algorithms [44]. Here we add one new modality of
learning SG, from unposed RGB-D sequences, which re-
quires no reconstruction to be preformed prior to the scene
graph recognition.

Egocentric perception and Reasoning. Egocentric per-
ception and reasoning refer to the ability of an agent, such
as a robot of a human wearing a camera, to perceive and
reasoning about its environment form a first-person per-
spective. Different from traditional 3D Scene Understand-
ing, where reconstructed point clouds are already available,
Egocentric 3D Scene Understanding aims to understand our
3D environments without knowing 3D reconstructions in
advance. One of the challenges in egocentric 3D scene un-
derstanding [13] is the lack of pre-existing 3D reconstruc-
tion data or camera poses. Instead, these methods [9, 12]
reply on processing the visual data obtained from egocen-
tric perspective to complete high-level understanding task,
such as human-object interactions [3, 6], parsing social in-
teractions [10, 49], and activity recognition [57]. To ad-
dress these challenges, researchers are developing methods
that can handle the variability in egocentric data and adapt
to changes in the environment over time. In this paper,
we push further this direction to 3D Scene Graph Predic-
tion from egocentric frames, where no reconstructed point
clouds and camera poses are given. And given such con-
text of egocentric perception and reasoning, 3D scene graph
prediction refers to the task of recognizing objects and their
structural relationships in a scene from an egocentric per-
spective.
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Figure 2. Revisiting 3D Scene Graph Prediction, given localized objects. We propose EgoSG, a reconstruction-free solution (bottom row)
to infer scene graphs from unposed RGB-D sequences. Top row: reconstruction-based approach, which might require additional camera
poses as inputs to derive 3D point cloud reconstruction (with red arrows denoted as the camera trajectories; zoom in to see cameras of
associated poses). CAIM denotes class-agnostic instance mask. N, E, N’, and E’ denote node and edge features, as well as their refined
variants, respectively, while G denotes the estimated 3D scene graph.

3. Method

We first revisit the 3D Scene Graph Prediction (3DSGP)
task, including problem formulation, the existing
reconstruction-based paradigm, and potential short-
ages (§3.1). Next, we present EgoSG, a reconstruction-free
solution for 3DSGP, as well as its local and global graph
reasoning designs (§3.2). Then, we elaborate details of
a grouped node2edge aggregator, which was used in
both our local and global graph reasoning modules (§3.3).
Eventually, we present our training losses (§3.4).

3.1. Revisiting 3D Scene Graph Prediction

Inferring scenes graphs from reconstructed 3D environ-
ments. Given a 3D environment, 3DSGP aims at estimating
a scene graph G = (N , E), whose nodes N and edges E rep-
resent the objects and their structural relationships appeared
in the environment, respectively. For reconstruction-based
approaches (top row in Fig. 2), the 3D environments are typ-
ically represented as reconstructed point clouds P ∈ RN×6,
which contain N points with spatial coordinates (xyz) and
color information (RGB) encoded. These points are fed into
the point encoder Fenc(·) to extract point-wise visual fea-
tures fpoint ∈ RN×256, which are then aggregated to form
instance-wise descriptors finst. ∈ Rm×256 for m localized

objects. This point-to-instance aggregation is performed as
in [40, 53], where a symmetric pooling function g(·) [29] is
applied to fpoint over the provided class-agnostic instance
mask (as discussed below). Then, scan-level graph predic-
tion is performed to infer final 3D scene graphs G, where
a graph reasoning (GR) operation is usually employed to
conduct message propagation over 3D contexts.

In the meantime, graph prediction network can also be
built upon the reconstruction algorithm, such as [44], which
proposed a SLAM-based SGP approach to iteratively recon-
struct 3D scenes from posed RGB-D frames for scene graph
inferences.
Shortage of reconstruction-based SGP. Several practical
challenges can arise when applying SLAM techniques to
real-world scenarios, including environmental complexity,
noisy or incomplete sensor data, and the requirement of
consistent mapping [2, 38]. These challenges can largely
impede accurate and robust pose estimation, leading to ac-
cumulated errors and reduced downstream performance.
And noticeably, as a result, the aforementioned proto-
type [44] relies heavily on the ground truth camera poses
as auxiliary inputs, which might constrain its practical ap-
plicability to some extent. To alleviate these problems, a
reconstruction-free framework will be investigated below
to estimate scene graphs solely from unposed RGB-D se-
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quences.
Class-Agnostic Instance Mask. The 3DSGP task is first
introduced in 3DSSG [40] to benchmark the graph predic-
tion capability of the network, without the requirements of
object localization. Aligning it with the 2D vision com-
munity, this condition was inherited from RCNN [11] by
VRD [27] to study how challenging it is to conduct rela-
tionship prediction without the limitation of 2D object de-
tection, and later, itself and its variants have been broadly
applied in a line of image-based SG learning tasks, includ-
ing PredCls [11], PredDet and SGCls [27]. Specifically,
this condition (i.e., given localized objects) is adapted to the
3DSG community by equipping networks with ground truth
class-agnostic instance masks (CAIMs), which could be re-
placed by other point-to-instance indicators generated by
any off-the-shell or trainable detectors in future work [40].

3.2. EgoSG: a reconstruction-free solution for SGP

The overall design of our EgoSG framework is shown as the
bottom row of Fig. 2. For reconstructed-based approaches
who predict graphs from 3D point cloud reconstructions,
CAIM is given as a 3D point-to-instance mask to help lo-
calize instance from points. Since we take 4D point cloud
sequence, the associated CAIM is now provided as two in-
dicators, namely per-frame 3D point-to-instance mask, and
cross-frame instance associations. The former would assist
in localizing instances from each point cloud frame, while
the latter would help to associate frame-wisely localized in-
stance to video-wisely localized objects.
Ego-view perception. Given an egocentric footage travers-
ing the 3D environment, we first adopt a default pin-
hole camera model frame-by-frame, to convert the un-
posed RGB-D frames into a 4D point cloud sequence
[P1, P2, ..., PT ] of length T . Each frame Pt contains an
egocentric view of the partially observed 3D environment
at time-step t. We then apply the point encoder Fenc on
each point cloud frame Pt to extract the per-frame point-
wise features f t

point ∈ RNt×256, where Nt is the number of
points in Pt.

Next, we extract the per-frame point-to-instance indi-
cators Itp2i ∈ RNt×mt from CAIM. It helps to local-
ize mt instances from Nt points within Pt. With such
frame-based object localization given, we can use g(·) to
aggregate f t

point to form per-frame instance-wise features
f t
inst. ∈ Rmt×256 at time-step t.

Ego-view reasoning. Unlike graph prediction networks
who take 3D reconstructions as inputs, where global con-
texts can be directly obtained from reconstructed 3D scenes,
EgoSG seems to miss the global 3D context information
when applying reconstruction-free solutions over videos.
To compensate our lack of global 3D context, we propose
to learn per-frame local context by conducting local graph
reasoning (GRlocal) operation.

Figure 3. Cross-frame node association from M frame-wisely lo-
calized instances (left) to Q video-wisely localized objects (right),
with M = 15 and Q = 5.

Specifically, our proposed GRlocal module would (1)
take the instance-wise features f t

inst. at time-step t, as the
initial frame-level node features N t

frame, (2) derive per-
frame edge features Et

frame from nodes via node2edge

scheme (with details in 3.3), (3) construct the per-frame
GRlocal structure Gt

frame = (N t
frame, Et

frame) and adopt
a two-layer TripletGCN [21] to conduct message propaga-
tion between nodes and edges jointly. Eventually, as shown
in Fig. 2, GRlocal would only output refined N t ′

frame (i.e.,
with Et ′

frame omitted), and passed them back to our main
framework for the following cross-frame node association.

Noticeably, within the aforementioned GRlocal process,
T egocentric graphs Gframe are built as intermediate rep-
resentations to conduct ego-view reasoning. It is theoreti-
cally feasible to add direct supervisions on these per-frame
graph representations, and such supervisions lead the modal
to produce local scene graphs Gt at time-step t. However,
we decide not to introduce them, leaving our model to be
trained with video-level supervisions alone, with the pur-
pose of recognizing 3D relations that are not observed in
ego-views.
Cross-frame node association. Previously we perform
per-frame perception and reasoning over 4D point cloud se-
quence {Pt}, and, for each frame Pt, we obtain N t ′

frame

refined node features for localized instances at time-step t.
Now we concatenate them together to form Nframes ∈
RM×256 node features of all frame-wisely localized in-
stances, where M =

∑T
t=1 mt is the total number of frame-

wisely localized instances in entire point cloud sequence
{Pt}.

Similar to point-to-instance indicators, we can also ex-
tract the frame-to-video association indicators If2v ∈
RM×Q from CAIM, where Q denotes the number of video-
wisely localized objects in entire point cloud sequence {Pt}.
As illustrated in Fig. 3, based on If2v , we apply g(·) over
Nframes to form the localized object features Nvideo ∈
RQ×256 for video-level graph predictions.
Video-level graph prediction. Taking as inputs the associ-
ated node features Nvideo at video-level, we can now per-
form video-level graph predictions. In order to recognize
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the 3D relations that have not been observed in any frames,
we proposed to conduct global graph reasoning (GRglobal)
operation at video-level, to derive the 3D relation features
from localized object features, and refine them via message
propagation over global contexts.

Specifically, to achieve global graph reasoning, we pro-
pose to (1) employ the node2edge scheme (with details
in 3.3) to obtain global relation features Evideo from lo-
calized object features Nvideo, (2) construct the video-level
GRglobal structure Gvideo = (Nvideo, Evideo) and adopt
another two-layer TripletGCN to conduct interactive mes-
sage propagation between localized objects and their 3D re-
lations. Eventually, as shown in Fig. 2, GRglobal would
output both refined graph features N ′

video and E ′
video, which

are further fed into two MLPs for object and relationship
predictions towards ultimate 3D scene graph estimation.

Noticeably, for benchmark purpose, we do not include
any SG-specific attention designs in (either frame-level or
video-level) message propagation over Gframe and Gvideo,
such as the Twinning Attentions [46, 53] or Feature-wise
Attention [44], which have been reported to be helpful in
SG learning tasks and could thus further improve the overall
performance intuitively.

3.3. Grouped node2edge Aggregator

Nodes and edges are vital entities in scene graph repre-
sentation learning, which encodes the object-centric visual
appearances and the inter-object pairwise relations, respec-
tively. 3DSSG [40] employs two separate encoders of same
structure to independently captures object and relation fea-
tures from 3D point cloud scans. To improve memory ef-
ficiency, both SGGpoint [53] and SGFusion [44] propose
to derive edge features from nodes, where SGFusion com-
putes edge features from heuristic node properties, such as
std. dev. of spatial coordinates and bounding box volumes,
while SGGpoint adopts the feature engineering (diff and
identity) used in EdgeConv [42] to avoid hand-crafted
aggregators. However, it’s still troublesome to decide the
appropriate ones between a variety of symmetric (e.g., avg)
and asymmetric (e.g., diff) aggregators, as they might
both capture desired inter-node properties to some extend.

Here, we propose a parameter-free feature aggregator
node2edge to extend this idea. Inspired by grouped
convolution [24], given a set of aggregation operators
{aggri}Gi=1 to be performed on edges (src, dst), we split
their source (src) and destination (dst) node features N into
G groups, apply associated aggri(·, ·) for each paired group
of srci and dsti, and group them back as directed edge fea-
tures E : src → dst with dedge = dnode. Specifically, it can
be described as

E = aggr1(N src
1 ,N dst

1 )︸ ︷︷ ︸
group 1

++···++ aggrG(N src
G ,N dst

G )︸ ︷︷ ︸
group G

, (1)

where ++ denotes the concatenation operation.
Our design is parameter-free yet effective in automati-

cally engineering edge features of fairly good quality, as
it manages to pass the buck of selecting appropriate edge
descriptors to the optimization process of its prior object-
centric encoders via back propagation. In our aforemen-
tioned EgoSG framework, we invoke this module in con-
struction of both frame-level graphs Gframe and video-level
graphs Gvideo.

3.4. Training Losses

The 3DSSG task is overall supervised by two SG-specific
recognition losses [40, 44, 53], which include a multi-
class cross-entropy loss Lobj for object classification, and
a multi-label cross-entropy loss Lrel for relation classifica-
tion. To tackle the class imbalance problem, [40], we ex-
tend both two losses with focal loss [25], which is found
to be less effective in our preliminary experiments, so we
instead simply compute SG-specific recognition losses with
class weights. More specifically, we compute normalized
inverse frequency for multi-class Lobj and per-class posi-
tive weights for multi-label Lrel, respectively. Unlike pre-
vious work [44] that mixed up the multi-label and multi-
class settings of Lrel, we insist on its multi-label setup with
the purpose of maintaining a consistent benchmark for com-
parison. To sum up, the total training loss is computed as
Ltotal = Lobj + Lrel.

4. Experiments

We first compare our EgoSG with existing reconstructed-
based approaches on 3D scene graph prediction over local-
ized objects in § 4.1, with ablation studies demonstrated in
§ 4.2. A qualitative analysis is presented in § 4.3.
Dataset Details. For method comparisons, we choose
3RScan dataset [39] with scene graph annotations released
in 3DSSG [40]. In 3RScan, objects were annotated into
20 classes following the NYUv2 format [37]. For relation-
ships, we follows SGFusion [44] to filter out the rare rela-
tionships, forming a 7-class predicate set, i.e. attached to,
build in, connected to, hanging on, part of, standing on and
supported by. The official data split is applied [40, 44].
Implementation Details We set dnode = dedge = 256 and
adopt instance normalization as normalization layers in our
model. Our EgoSG is trained over 50 epochs, with a learn-
ing rate of 0.0003. During training, we adopt uniform tem-
poral sampling to form a 20-frame clip of RGB-D videos,
and we randomly sample 8192 points per point cloud frame.
The training is completed over 8 Nvidia Tesla V100 16GB
GPUs. Due to the large amount of GPU memory required
for processing 4D point cloud sequences, we process one
single sequence per GPU at any given time, and set gradi-
ent accumulation step to 8.
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Approach Modality R-free PGT DGT NGT
Object Predicate Relationship

R@1 R@3 R@1 R@2 R@1 R@3
3DSSG [40] 3D Scan ✗ ✓ ✓ ✗ 59.37 84.87 81.02 97.58 45.86 62.48
SGFusion [44]

Sequence ✗w/ estimated pose ✗ ✓ ✓ 24.37 41.03 53.44 81.31 0.04 14.75
w/ GT pose ✓ ✓ ✓ 77.81 - 89.19 - 60.27 -

EgoSG-point (ours)
Sequence ✓w/ unposed RGBD frames ✗ ✓ ✗ 69.00 89.86 76.18 87.21 91.58 97.27

w/ unposed RGB frames ✗ ✗ ✗ 61.42 - 72.34 - 89.32 -

Table 1. 3D Scene Graph Prediction with localized objects (given CAIM). R-free denotes system reliance on 3D scene reconstruction.
PGT , DGT , and NGT indicate whether the system takes as inputs GT camera pose (which is obtained from IMU sensor for reconstruction
purpose), depth, or normal information, respectively. Note: the depth information in last row is estimated via MiDaS (2021). All approaches
are benchmarked with PointNet as FB(·).

4.1. Scene Graph Predictions on Localized Objects

Evaluation settings. We adopt the same evaluation metrics
as used in 3DSSG [40], which are the top-n accuracies for
object, predicate and relationship prediction. The evalua-
tion of relationship triplets < S, R, O > measures the overall
recognition of subjects S, objects O, and their in-between
predicates R, by multiplying their scores jointly.
Overall results. Our method achieved the best result in re-
lationship triplet recognition, which adopt the joint recogni-
tion metrics over both objects and predicates. More impor-
tantly, ours actually requires the least assumptions, com-
pared to reconstruction-based approaches, which require
GT camera poses and normal.
Discussion with 3DSSG. To our surprise, as shown in
Tbl. 1, our reconstruction-free EgoSG outperforms 3DSSG
who takes entire 3D reconstructed scenes as inputs, in R@1
of object and relationship recognition. This validates our
hypothesis that compared to 3D point-based reconstruc-
tions, unposed RGB-D sequence do contain sufficient 3D
spatial cues, to support the estimation of 3D scene graphs
via a reconstruction-free manner.
Discussion with SGFusion. As it is built upon InSeg
SLAM, SGFusion [44] proposes to infer segment-level SGs
from sequence inputs (rather than to generate object-level
SGs). To make fair object-level comparisons with 3DSSG
and ours, we thus aggregate its outputs with GT CAIMs to
derive the corresp. object-level SGs.

We notice that ours may fall short in comparison with
SGFusion when GT poses are provided. However, the
graph prediction capability of SGFusion rely heavily on the
GT camera pose to obtain scene reconstruction of accept-
able quality, and it could restrict the hardware requirements
in achieve egocentric scene understanding with mobile de-
vices. This argument of SGFusion is verified when replac-
ing GT poses with estimated ones from their built-in SLAM
system, resulting in a significant performance drop, which
can be easily outperformed by our EgoSG without any re-
liance of camera poses or SLAM techniques. Besides, SG-

Method Encoder FB(·)
SG Recognition
Obj. Pred.

EgoSG-image

ResNet18 11.2M 26.79 57.00
ResNet50 23.5M 40.14 71.31
ViT-B-16 86.8M 36.94 77.09
SwinV2-T 28.7M 41.48 70.97

EgoSG-point
PointNet 0.5M 69.00 76.18
PointNet++ 6.4M 73.02 76.65
PointNet++* 6.4M 74.65 77.69

Table 2. EgoSG with different perception settings, reported with
their numbers of trainable parameters. R@1 is reported. * denotes
the PointNet++ weights pretrained on CSC [17].

Fusion takes normal as additional inputs, while ours only
requires xyz and RGB.

4.2. Ablative Studies

Different perception schemes. Considering the advanced
2D vision architecture with available pretrained weights, we
could also equip EgoSG with image encoders and have it
evaluated on 2D inputs instead. Unlike the reconstruction-
based approaches [40, 44], our encoders could be flex-
ibly switched when depth information becomes unavail-
able. Among a variety of image encoders with promis-
ing pretrained weights on ImageNet, we choose the pop-
ular ResNet18 and ResNet50 [14], and the cutting-edge
transformer-based ViT-B-16 [7] and SwinV2-T [26]. We
finetune them with RGB frames, removing depth informa-
tion. For 3D perceptions, we add two more entries for anal-
ysis, namely training PointNet++ [30] from scratch, and
finetuning PointNet++ which was pretrained in CSC [17].

As shown in Tbl 2, all point-based entries outperform
their competitors by large margins, yet maintains much less
numbers of trainable parameters. It validates that depth
information encodes vital 3D priors for 3D scene graph
recognition, and point encoders are capable of extracting
them efficiently. Moreover, Tbl. 2 also show our overall
performance could be further improved with better point
encoder designs and pretrained weights. We choose the
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Figure 4. Qualitative analysis of 3D Scene Graph Prediction. EgoSG-point: ours with unposed RGB-D sequences; EgoSG-image: ours
with RGB sequences. Zoom in for details. Note that the reconstructed scenes are only shown as a reference for scene graphs, while none
of them are used in our approach. Objects and relations are outlined and annotated, respectively, as green if they are correctly recognized,
otherwise in red with ground truth annotated. More detailed visualizations are shown in supplementary.

best SwinV2-T as our image encoder for benchmarking in
Tbl. 1, while training PointNet from scratch is selected to
make fair comparison with others in Tbl. 2.

Local and Global Graph Reasoning. We proposed to use
GRlocal to perform frame-based graph reasoning over in-
stances observed at same point cloud frames, and proposed
to use GRglobal to jointly refine features of 3D relations
and localized objects. As shown in Tbl. 3, although both
graph reasoning designs could lead to overall improvement,
we notice an immediate performance gain when GRlocal is
added to conduct message propagation over each ego-view
frame. Combining our previous results in comparing with
reconstruction-based SOTA approaches, it suggests that rea-
soning over ego-view contexts could be an feasible way to
compensate the lack of 3D contexts when 3D reconstruc-
tions are not readily available.

Does node2edge build effective edge features? We
choose different combinations of max, avg and diff op-
erators, for ablative studies of node2edge. We compare
the grouped aggregations with their non-grouped variants,
where an extra learnable MLP (G×d, d) is added for channel
mappings to produce edge features with dedge = dnode = d.
As shown in Tbl. 4, different aggr(·, ·) may contribute to
object and predicate recognition differently, while mixing
them is an intuitive way to take joint benefits. To make
node and edge features consistent in channel numbers, the
grouped aggregations are found to be more efficient than
their non-grouped versions. Practically, we select max,
avg and diff operators to form our aggregator group
(G = 3), and split node features into 3 groups to apply as-
sociated aggr(·, ·) individually, which help to largely im-
prove the predicate recognition and slightly improve the
node recognition.

Model ID
Graph Reasoning SG Recognition

GRlocal GRglobal Object Predicate
1 33.92 28.40
2 ✓ 42.29 38.53
3 ✓ 33.71 31.63
4 ✓ ✓ 42.66 38.40

Table 3. Ablation studies on local and global graph reasoning
effects (GRlocal and GRglobal). We choose more challenging
NYU40 classes for object recognition. mR@1 is reported.

G
{aggr(·, ·)} Grouped SG Recognition

diff max avg Obj. Pred.

1
✓

N/A
37.61 29.88

✓ 38.59 22.07
✓ 39.27 29.95

2

✓ ✓
✓ 39.50 31.49
✗ 34.89 33.05

✓ ✓
✓ 38.75 38.10
✗ 36.39 33.79

✓ ✓
✓ 40.00 29.18
✗ 36.97 28.53

3 ✓ ✓ ✓
✓ 39.60 38.13
✗ 33.93 32.68

Table 4. Ablation studies on grouped node2edge aggregator in
deriving edge features from nodes. mR@1 metric is reported on
both Object (Obj.) and Predicate (Pred.).

4.3. Qualitative Analysis

Here we show visualizations of scene graphs estimated by
our EgoSG framework. Specifically, we tested our EgoSG
with both point and image encoders, where we choose
PointNet as point encoder and SwinV2-T as the image en-
coder, respectively. Correspondingly, the EgoSG-point is
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deployed on RGB-D sequence data (i.e., 4D point cloud se-
quences), and EgoSG-image is deployed on RGB sequences
(i.e., video data).

As shown in Fig.4, EgoSG-point achieves better results
in 3DSGP task than EgoSG-image, especially in the recog-
nition of 3D localized objects. Although we observed that
EgoSG-image might tend to introduce more errors in the
predicate recognition, compared to EgoSG-point, we are
delighted to note that EgoSG-image manages to capture the
overall graph layout as close as how EgoSG-point performs,
which could be a promising signals in further investigation
of 2D vision framework with purely 2D inputs, and seek
to catch up with the 3D models which takes benefits from
the depth information. This qualitative findings also val-
idate our observation in Tbl. 1, where both EgoSG-point
and EgoSG-image demonstrate comparably great capabil-
ity in recognizing the relationship triplets.

4.4. Towards 3DSGP in the Wild

We present two future directions for the pursuit of 3DSGP
in the wild, which performs 3DSGP with estimated depths
or associations.
3DSGP with Estimated Depth. Due to our reconstruction-
free design, our EgoSG could be flexibly adapted to even
more challenging use-cases (i.e., when depth information
becomes unavailable). Surprisingly, even with depth re-
moved, our EgoSG designs would still outperform others
(with depth information) in object and relationship triplet
recognition. Noticeably, due to others’ reconstruction-
based design, their systems would completely fail when
depth becomes unavailable, as shown in Tbl. 1. In detail,
we further benchmark the 3DSGP performance with the
depth images estimated by the off-the-shell estimator Mi-
DaS [34]. As shown in Tbl. 5, although it falls short as ex-
pected on comparisons with EgoSG-point using GT depth,
it still outperforms EgoSG-image with no depth by margin,
which validates the contribution and necessity of depth in-
formation towards 3DSGP.
3DSGP with Estimated Association. Another direction
in pursuing 3DSGP in the wild is to gradually relax the
requirements of the given class-agnostic instance masks
(CAIMs) and conduct the ultimate 3D scene graph gen-
erations (3DSGGen) without given localized objects. As
explained in the main paper, our CAIM contains two in-
dicators to pass the spatial-temporal object localization for
3DSGP task, namely the per-frame object detection and
cross-frame object association.

Practically, we first relax the assumption of the given
ground truth cross-frame association (GT-CFA) and com-
pare two heuristic solutions. Specifically, we propose to
apply the GT-CFA in the training of our EgoSG scene
graph recognition network and, during inference, we esti-
mate CFA on-the-fly via two intuitive object linking tech-

Approach D Obj. Pred. Rel.
R@1 R@1 R@1

EgoSG-point GT 69.00 76.18 91.58
EgoSG-point Est. 61.42 72.34 89.32
EgoSG-image ✗ 41.48 70.97 84.23

Table 5. Comparisons of 3DSGP with estimated depths. D de-
notes whether the ground truth or estimated depths (via [34]) are
adopted. We adopt the popular PointNet and SwinV2-T as the
point encoder and image encoder for EgoSG-point and EgoSG-
image, respectively.

Assumption Det. Asso. EgoVRD (R@50)
given

✓ ✓ 19.43D localized
objects
given

✓ ✗
4.5 (1)

2D detected
objects 6.3 (2)

3DSGGen in wild ✗ ✗ N/A

Table 6. From top to bottom, with assumptions of frame-based
detection (Det.) and cross-frame association (Asso.) gradu-
ally relaxed, the 3DSGP task could be converted to an ultimate
3DSGGen task in the wild step-by-step. (1) and (2) denote the
results achieved by hierarchical clustering and pairwise similarity
prediction to estimate the association between frames during in-
ference.

niques, which are (1) hierarchical clustering and (2) com-
puting objects’ similarity scores. For hierarchical cluster-
ing, we link objects by thresholding via their embedding
differences, while, for the latter option, we associate objects
by calculating pairwise similarity scores. For evaluation,
we modify VRD [27] to EgoVRD to make it compatible
with 4D point cloud sequences, where an object is correctly
localized if it achieves > 0.5 overlapping between its pre-
dicted video trajectory and its ground truth. The results are
shown in Tbl. 6.

5. Conclusion

In this paper, we discover the new modality of 3D scene
graph prediction (3DSGP), i.e., from unposed RGB-D se-
quences, and propose the first reconstruction-free baseline
for the 3DSGP task. Specifically, we propose to conduct
local and global reasoning over graph representations on
frame-level and video-level, respectively, to make use of
the spatial contexts of the unposed videos. By leveraging
the graph reasoning operations to capture the frame-based
and video-based contexts, our method manage to outper-
form current state-of-the-arts reconstruction-based designs,
which rely heavily on accurate point cloud reconstructions.
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