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Abstract

Machine unlearning algorithms aim to make a model
forget specific data that might be used in the training phase.
To solve this problem, various studies have adopted loss-
increasing methods. For example, some unlearning meth-
ods have presented data augmentation methods to generate
synthesized images that maximize loss values for images to
be forgotten. In contrast, some unlearning methods directly
update the model in the direction of increasing loss for the
images to be forgotten. In this paper, we first revisit these
loss-increasing methods and analyze their limitations. We
have found that these simple loss-increasing strategies can
be effective in the aspect of the forgetting score, however,
can hurt the original model utility unexpectedly, we call this
phenomenon catastrophic model utility drop. We propose a
novel data augmentation method, Guided Loss-Increasing
(GLI), that restricts the direction of the data update to re-
solve the utility drop issue. This is achieved by aligning
updates with the model’s existing knowledge, thereby en-
suring that the unlearning process does not adversely affect
the model’s original performance. Our extensive experi-
ments demonstrate our method shows superior (1) model
utility and (2) forgetting performance compared to the pre-
vious state-of-the-art (SOTA) methods. Furthermore, we
demonstrate Jensen–Shannon divergence can be utilized to
robustly evaluate the forgetting score. The source codes are
publicly available at https://github.com/Dasol-
Choi/Guided_Loss_Increasing.

1. Introduction

With the rapid evolution of computational power and data,
deep learning networks stand out as a strong standard for
various industries due to their high classification perfor-
mance. However, the heavyweight of the machine learning
model that has been trained on the data containing personal
identities can induce privacy leakage. To address these is-
sues, regulatory frameworks such as the European Union’s
General Data Protection Regulation (GDPR) and the Cal-
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Figure 1. Illustration of a traditional machine unlearning pipeline.

ifornia Consumer Privacy Act (CCPA) have been estab-
lished [17, 54]. Among the numerous provisions in these
regulations, the right to be forgotten have stood out, em-
powering individuals with the authority to request the re-
moval of their data [52]. To resolve this problem, machine
unlearning has arisen as a crucial research domain and has
attracted attention in various industry and research fields.

Assume that users want to remove data containing their
privacy from the classification model as shown in Fig-
ure 1. In this scenario, just removing all the forget data
xforget ∈ Dforget to be forgotten from the originally
trained model θoriginal is fundamentally difficult. As a
naive solution, retraining a model on the data samples to
be retained, xretain ∈ Dretain = Dtrain \ Dforget, from
scratch can be a possible solution [1, 2]. However, this re-
training approach needs all the training data and a burden
of computational resources, which might be impractical for
real-world scenarios. Therefore, various machine unlearn-
ing algorithms have been devised to efficiently adjust (fine-
tune) the originally trained model θoriginal to unlearn the
data to be forgotten.

Specifically, various recent studies have focused on the
loss-increasing over the data to be forgotten [9, 50]. These
methods have been known to show improved forgetting
scores. However, in this work, we show that the catas-
trophic model utility drop that indicates the phenomenon
where the classification performance of the model drasti-
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cally degrades in the middle of the training phase can arise.
This unexpected outcome might occur due to the improper
gradient direction. In this paper, we also demonstrate how
the naive loss-increasing method might hurt some feature
representations that are useful to the original task. To rem-
edy this issue, we present a novel method, Guided Loss-
Increasing (GLI). Our GLI contains the additional classifi-
cation loss guidance, which leads the updated images in the
proper direction that does not hurt the original model util-
ity. With extensive experiments, we have demonstrated that
our proposed method significantly outperforms the state-of-
the-art (SOTA) methods despite its simplicity. Our main
contributions are as follows:

• We have found that the previously proposed machine un-
learning methods utilizing a loss-increasing approach can
suffer from the catastrophic model utility drop, thus, we
analyze this unexpected outcome.

• In this work, we propose a novel method, guided loss-
increasing (GLI) that provides useful gradient guidance
when we use the loss-increasing methods.

• Extensively compared to the previous SOTA methods, our
method shows superior performance despite the simplic-
ity of the proposed method.

2. Releted Work

2.1. Deep Learning Security and Privacy

The deep learning models have produced remarkable suc-
cess. However, the AI service provider must consider the
personal-privacy leakage before the model deployment [27,
42, 44–46, 55], and model robustness [30] in the security-
crucial industries such as identity verification [5, 12, 32–
34, 40, 47, 53, 56]. In some previous studies, the over-
parameterized large foundation models are also inherent in
these vulnerabilities [4, 58]. Moreover, modern deep neural
networks are unexpectedly sensitive to a small perturbation
of the input data [39, 48]. Model robustness is crucial in the
recent machine learning industries, various robust learning
methods have been also proposed [6, 18, 31, 43]. In this
work, we focus on the data extraction attack [3, 11, 27, 38]
as a potential threat rather than adversarial attacks.

2.2. Machine Unlearning

With the growth of privacy and security concerns, the user
can require their right to be forgotten for the AI-based
companies utilizing machine unlearning algorithms. How-
ever, removing the particular personal identity from the al-
ready trained classification models is fundamentally diffi-
cult. Thus, various previous studies have proposed diverse
methods for machine unlearning such as optimizing the loss
function [50, 51], separating the data [1, 37], or manipulat-
ing the models [8, 26].

If we can access the whole retain dataset Dretain with-
out any exception, we can adopt the federated learning-
based approaches. For example, SISA (Sharded, Isolated,
Sliced, and Aggregated) splits the training data into non-
overlapping shards or slices and retraining only the data
samples that should be retained [1, 37] and achieves im-
proved forgetting performance. Some studies have utilized
the teacher-student frameworks to induce the teacher model
to transfer knowledge to the student model for retaining the
previous information while unlearning the data to be for-
gotten [8, 26]. Moreover, various machine unlearning al-
gorithms utilize this teacher-student framework to obtain a
modest forgetting score. However, they require additional
computational resources, more than approximately 2 times,
because they can require additional teacher models. Pre-
vious work uses a generative model as a teacher model to
create synthetic data similar to the original training data and
transfer the information worth to be kept to the students with
error-minimizing-maximizing noise [9] They also demon-
strate that the model can unlearn the data to be forgotten
without accessing the training dataset in the zero-shot sce-
nario. Moreover, previous work shows that when using
neural tangent kernel (NTK) DNNs, machine unlearning
can handle better space for weights, which is useful for ma-
chine unlearning. As more related to our work, a previous
study has proposed a data augmentation-based approach,
UNSIR (Unlearning by Selective Impair and Repair) [50].
This work constructs a noise dataset that maximizes the loss
values and fine-tunes the model on these synthesized noise
samples. This method also allows for the forgetting of data
from single or multiple classes without requiring access to
the forgotten data. However, they only consider the class-
unlearning setting in which the target to remove indicates
specific classes. We note that this class-unlearning can show
unexpected outcomes because they change the functional-
ity of the model. In this work, we focus on instance ma-
chine unlearning without altering the fundamental problem
the model addresses. Specifically, we solve the machine un-
learning problem as the task-agnostic problem [10].

3. Problem Definition

3.1. Task-Agnostic Machine Unlearning

Recent studies have mainly focused on the class-unlearning
setting where the target to unlearn is a specific class [7,
14, 15, 50]. However, forgetting specific classes can lead
to an output space shift for the model. In these class-
unlearning setups, the original task of the model could be
drastically changed after the unlearning process, especially
for models with small classes [10]. The class-unlearning
setup does not address even the binary classification task.
In the real-world scenario, various industries utilize many
binary classification models including disease prediction
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models [23, 25, 35]. Furthermore, the data removal request
is not limited to the specific classes. For example, some
people request to delete a specific photo that contains the
personal identity of a person. Therefore, in this work, we
focus on the task-agnostic unlearning setting following a
previous study [10]. In the task-agnostic unlearning setup,
the original task that the model is trained to solve is not
modified at all by the machine learning algorithms. Thus,
we adopt this setting.

3.2. Machine Unlearning Configuration
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Evaluate ==—{=—=>     

Dretain vy 
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Dataset Drorget --------- 1 

  

        
  

  

Dreest 777 > Model Utility 
  

    = > Forgetting Score <     Duns een 
 

Figure 2. The configuration for machine unlearning datasets.

For the experiments, we split an original dataset into
three datasets, the training dataset Dtrain, the test dataset
Dtest, and the unseen datasetDunseen as shown in Figure 2.
The training dataset Dtrain and the test dataset Dtest are
used for training classification models. The unseen dataset
Dunseen is used for evaluating the forgetting performance
of the machine unlearning algorithm. We note that the un-
seen dataset Dunseen consists of target subjects to be for-
gotten who do not overlap with the training dataset Dtrain

and test dataset Dtest. Secondly, for the machine unlearn-
ing experiments, we divide training dataset Dtrain into a
retain datasetDretain and a forget datasetDforget in a ratio
of 85:15. Then, we perform various machine unlearning al-
gorithms using three ingredients (1) the originally trained
model θoriginal

1 (2) the forget dataset Dforget, and (3)
the retain dataset Dretain to obtain the unlearned model
θunlearned. Finally, to evaluate the performance of the ma-
chine unlearning, we calculate the model utility (accuracy)
by testing the unlearned model θunlearned on the Dtest. We
also assume an attacker who uses Membership Inference
Attack (MIA) [45] distinguishes between the model behav-
iors on the Dunseen and Dtest. Specifically, we train an
additional binary classifier that classifies the loss values of
xtest ∈ Dtest and xunseen ∈ Dunseen. We note that the
machine unlearning algorithms aim to successfully unlearn

1For experiments, we train the original model θoriginal that per-
forms classification tasks on the training dataset Dtrain. We start with
the machine unlearning at the original model θoriginal. We explain the
θoriginal in more detail in Section 5.

the data to be forgotten successful unlearning without per-
formance drop for θunlearned.

4. Proposed Methods
4.1. Preliminaries

4.1.1 Loss Optimization Strategies

Various machine unlearning algorithms adopt similar ap-
proaches that increase the loss value for the forget data
xforget ∈ Dforget [50, 51]. This behavior can help the
model unlearn the data to be forgotten. For example, we
can simply fine-tune the original model θoriginal on the re-
tain dataset Dretain. By refining the model using the data
samples to be retained, the model is expected to re-adjust its
model weights [22, 29]. We call this method Fine-tuning.
This method fundamentally makes the model consider the
forgotten data as unseen data, which tends to increase the
loss forDforget and could effectively unlearn the model ac-
cording to the following equation:

minθE(x,y)∼Dretain
l(x, y; θ), (1)

Where the l denotes the loss function that can be a stan-
dard cross-entropy function. We note that the parameter
θunlearned for the machine unlearning phase is initialized
with its original model weights, θoriginal. In contrast, we
can optimize the model by maximizing the loss [36] di-
rectly utilizing the forget dataset Dforget. We call this
method NegGrad following the previous work [15]. Using
the NegGrad, the model can directly reduce the noticeable
activation for the forget data samples xforget ∈ Dforget by
adopting the gradient ascent in the direction of increasing
loss according to the following equation:

maxθE(x,y)∼Dforget
l(x, y; θ) (2)

4.1.2 Error Maximizing Noises

Recent studies have adopted loss-maximizing data augmen-
tation methods [9, 21, 50]. For example, UNSIR shows uti-
lizing artificial noises that increase the loss value for the
forget instances could be effective [9, 50]. They use the
following equation to synthesize the artificial noise dataset
Dnoise.

argmax
Dnoise

Ex∼DNoise
[l(x, ytarget; θ)] (3)

In their work, the noise dataset, represented as Dnoise, en-
compasses informative features used for removing the fea-
tures of Dforget by maximizing loss values of the artificial
noise samples over the forget samples.

However, the original UNSIR method only considers the
class-unlearning scenario for removing the specific target
class ytarget. Thus, their method can not be directly applied
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Figure 3. An example of the catastrophic model utility drop.
The naive loss-increasing method can induce the catastrophic
model utility drop. After the 100-th training iteration, the test ac-
curacy on the original task catastrophically decreases. For MIA
accuracy, the closer to 0.5 indicates the better, and the higher ac-
curacy indicates the better.

to our task-agnostic setting. Therefore, we introduce the
feature level UNSIR method, UNSIRfeature, using the fol-
lowing equation:

argmax
Dnoise

Ex∼DNoise
[d(F (x), F (x′); θ)], (4)

where the x denotes the generated data sampled from the
UNSIRfeature, d(·) denotes the distance measure function
such as the cosine similarity function, and the x′ ∈ Dforget

is the samples to be unlearned. For calculating the seman-
tic distance between the two images, we extract the logit
feature vectors by forwarding the original image x into the
feature extractor parts F (·) (before softmax) of the trained
model θ. We note that the UNSIR [50] adopts two stages.
UNSIR firstly achieves a high forgetting score using the
generated Dnoise in stage 1 and leverages the Fine-tuning
in stage 2.

4.2. Catastrophic Model Utility Drop

In this work, we revisit the loss-increasing methods in-
cluding the aforementioned NegGrad method. Some pre-
vious studies have reported the NegGrad (loss-increasing)
or their adaptation could show competitive forgetting per-
formance [10, 36, 50]. However, we have observed the in-
teresting phenomenon that the model utility catastrophically
drops in the middle of the training phase. As shown in Fig-
ure 3, the model utility drastically drops at a specific point
in the training step. Thus, in this work, we return to Neg-
Grad and start with this method. Then, we also adopt the
data augmentation method.

However, we have found that the simple Gaussian noise
of UNSIR [50] might hurt the important semantic informa-
tion that is related to the original task. Furthermore, directly
optimizing Dforget for machine unlearning also poses in-
herent challenges because the image data x has semantic
information itself. Therefore, to solve these challenges,

(𝑥2, 𝑚𝑎𝑛)
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▲: forget image ■: retain image ★: optimized image
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(𝑥6, 𝑤𝑜𝑚𝑎𝑛)

Figure 4. The conceptual illustration that explains our catas-
trophic utility drop hypothesis. The naive Loss-Increasing (LI) ap-
proach can hurt the original utility (classification performance) of
the model due to the unexpected modification of the task-related
semantic features. In contrast, our guided loss-increasing (GLI)
method relatively shows superior performance by modifying the
task-related features.

we adopt the loss-increasing method with a novel guidance
mechanism named Guided Loss-Increasing (GLI).

4.3. Guided Loss-Increasing (GLI)

In this work, we introduce the novel methodology Guided
Loss Increasing (GLI), for the pursuit of effective ma-
chine unlearning. Our method leverages the classification-
loss guidance that might guide the proper gradient direction
while preserving the classification accuracy (model utility)
of the model. The key point of our approach is to update
the augmented images xoptimized ∈ Dretain in the direc-
tion of reducing the original classification loss for the true
label y. This additional guidance loss serves to pull the per-
turbed images toward their original class domains, ensur-
ing the original model utility (accuracy). We illustrate the
concept of our method as shown in Figure 4. Assume that
the image to forget xforget and xretain belongs to the same
class. In this setting, naively updating the xretain in the
direction of increasing loss values for the xforget might af-
fect the semantic features related to the gender class. In this
case, the model tends to pull the features of other instances
of the female class toward the male class, which induces the
degradation of the model utility. Thus, we utilize the guided
classification loss, which makes the optimized data stay in
the manifold of semantic features for the true class yretain
(male) as shown in Figure 4.
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Figure 5. The illustration of our proposed method, GLI, utilizes
the joint loss with the guidance loss Lclass that could be a simple
cross-entropy loss and the feature distancing loss Lforget = d(·).

4.3.1 Class-Loss Guidance

We introduce the class-loss guidance that is straightfor-
ward, yet, can be greatly useful when we utilize the loss-
increasing methods. Our method uses a retain data xretain

as a starting point data for optimization from the Dretain.
We optimize the data to retain the direction to be far away
from a xforget in the feature space:

argmax
η

E(x,y)∼Dretain
[d(F (x+η), F (x′); θ)−l(x+η, y)] (5)

We note that the additional term for class-loss guid-
ance l(x + η, y) is extremely useful for obtaining a good
model utility while maintaining higher forgetting perfor-
mance. During the iterative update process of the perturbed
images, the addition of this class-loss guidance is crucial to
prevent the model from changing the task-related features.
Consider we have a gender classification model. When we
simply optimize the xretain into the direction of increasing
loss for some xforget samples, the semantic features that are
related to gender could be changed as shown in Figure 4. In
the absence of this guiding loss l(x + η, y), the model is
susceptible to significant accuracy degradation (model util-
ity drop) due to the over-amplification of the forgetting loss.
Therefore, the classification loss l(x+η, y) plays an impor-
tant role in maintaining the accuracy of the model during
the machine unlearning process.

4.3.2 Distance Loss for GLI

For our Guided Loss Increasing (GLI) method, the distance
loss d is crucial to achieve a high forgetting score. We
have extensively explored various distance algorithms to
enhance the feature differentiation between the augmented

Algorithm 1 Guided Loss-Increasing (GLI) Single Epoch

1: Input: Retain dataset Dretain, forget dataset Dforget,
the number of iterations N , the number of optimiza-
tion steps in a epoch T , distance function d(·), orig-
inal model θoriginal, the feature extractor F (·) of the
θoriginal, the warming-up schedule function S(·), the
step size α, the optimizer for perturbation O(·)

2: Output: The unlearned model θunlearned
3: Initialize the model: θunlearned ← θoriginal
4: for iteration = 1, . . . , N do
5: Sample retain data: (xretain, yretain) ∼ Dretain
6: Sample forget data: (xforget, yforget) ∼ Dforget
7: Generate noise: η ∼ N (0, 0.012)
8: Initialize the optimizer: O.init(η)
9: for i = 1 to T do

10: Get the warm-up weight: w ← S(i)
11: Perturb retain data: xperturbed ← xretain + η
12: xperturbed ← clip(xperturbed, 0, 1)
13: Get model predictions:
14: fperturbed ← F (xperturbed)
15: fforget ← F (xforget)
16: Calculate the distance loss:
17: Lforget ← −1× d(fperturbed, fforget)
18: Calculate the class-guidance loss:
19: Lclass ← CE(fperturbed, yretain)
20: Compute the total perturbation loss:
21: Lperturb ← w · Lclass + (1− w) · Lperturb
22: Perform back-propagation and optimize:
23: Clear gradients: O.zerograd()
24: Compute gradients: Lperturb.backward()
25: Update noise: η ← η − α · sign(∇η)
26: end for
27: Perturb retain data: xperturbed ← xretain + η
28: xperturbed ← clip(xperturbed, 0, 1)
29: Update θunlearned with (xperturbed, yretain)
30: end for

image and forget data across diverse tasks. We have exper-
imented with various loss functions including L1 norm, L2

norm, and cosine similarity. Within these distance losses,
we have observed subtle variations in performance across
different tasks. We have observed that the L2 norm loss
consistently outperforms others in terms of overall perfor-
mance. The L2 norm is particularly effective when the data
is normalized. Especially each attribute is independent of
the other i.e., facial recognition [19, 24, 28]. The L2 norm
also helps mitigate the vanishing gradient problem, main-
taining a steady update pace even for features with smaller
magnitudes. Thus, we utilize the L2 norm to measure the
feature distance between retain data and forget data. Our
GLI aims to increase the L2 norm between these two sam-
ples in the feature space, thus, we expect that the feature of
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xoptimized is far from the representations of Dforget.

4.3.3 Class-Loss Warming-Up

To mitigate the rapid escalation of forgetting loss during
batch-wise training, we employ a class-loss warming-up
strategy. This strategy does not apply a uniform class-loss
guidance weight across all batches. Instead, our method
GLI increases the guide loss incrementally according to
the development of the training procedure. To modulate
the guide loss across training batches, we employ a lin-
ear weight scheduler. This scheduler linearly increases the
weight applied to the guide loss from an initial weight winit
to a final weight wfinal throughout training. For a given batch
index i, with i = 0 representing the first batch, the weight
wi is computed as follows:

wi = winit +

(
wfinal − winit

N − 1

)
i, (6)

where winit is the initial weight and wfinal is the final
weight. Moreover, the N denotes the total number of
batches and the i is the current batch index. This linear
increase in weight ensures that the guide loss’s influence
on the training process grows progressively, allowing the
model to obtain good classification accuracy while main-
taining its ability to forget. Finally, we fine-tune the model
θoriginal on the generated samples xperturbed = xretain+η
to forget the data to be forgotten while maintaining the orig-
inal model classification performance. With extensive ex-
periments, we observe that our min-max optimization for-
mulation can achieve greatly high performance and also
shows empirically fast convergence compared to the other
SOTA methods.

5. Experiments
We start with the machine unlearning at the original model
θoriginal and aim to obtain the optimized θunlearned. More-
over, we retrain the original task only using the retain
dataset Dretain from scratch. We note that the θretrained
serves as the ground-truth model we want to obtain by the
machine unlearning process.

5.1. Training the Original Models

We train three state-of-the-art (SOTA) deep learning mod-
els: ResNet18 [20], WideResNet [57], and EfficientNet [49]
to solve original classification tasks. We experiment with a
batch size of 64 and a learning rate of 0.01. Specifically,
we have mainly trained the two models: the age prediction
model and the multi-task classification model utilizing these
architectures. We adopt recently presented datasets named
MUFAC and MUCAC to obtain original models and to con-
duct the machine unlearning algorithms following the pre-
vious work [10]. For the MUFAC benchmark, the model

solves the multi-class classification task, age recognition.
The age classification task consists of 8 classes from class
0 to class 7 where each class indicates a specific range of
ages. For example, the class 2 represents 13∼19 years old.
Moreover, the MUCAC benchmark deals with three binary
labels simultaneously, male/female, old/young, and smil-
ing/unsmiling for the binary classification tasks. We note
that the MUFAC and MUCAC include 13,068 and 30,000
”human face” images respectively. All facial images have
resolutions of 128 x 128. Furthermore, all the images con-
sist of the personal identity number as a label additionally.
Specifically, MUFAC have several data (x, y1 = identity,
y2 = age). Moreover, the MUCAC consists of a bunch
of data (x, y1 = identity, y2 = gender, y3 = smiling,
y4 = age) similarly to the MUFAC.

5.2. Evaluation Protocol

As the reliable performance measurement of machine un-
learning, we focus on two primary considerations: (1) clas-
sification performance (model utility) and (2) the efficacy
of the unlearning (forgetting score). After the machine un-
learning process, the model should retain robust classifica-
tion capabilities for the original task while effectively re-
moving information of Dforget simultaneously. To meet
these criteria, we employ two distinct evaluation metrics.

5.2.1 Classification Accuracy for Model Utility

By modifying the original model, θoriginal, we obtain the
unlearned model θunlearned. One of our primary goals is to
maintain the good classification accuracy of the unlearned
model, θunlearned. Specifically, we measure the test accu-
racy of the unlearned model using the test set Dtest. Be-
cause the model’s fundamental purpose is to identify the
ground-truth label given an image, simply evaluating using
Dtest can be suitable. Thus, we employ the following equa-
tion for each (x, y) within the Dtest:

P (argmax
ŷ

P (ŷ|x; θunlearned) = y), (7)

where y denotes the ground-truth label and ŷ indicates the
predicted label.

5.2.2 MIA for Forgetting Metric

Ideally, the behavior of θunlearned should align closely with
that of a retrained model, θretrained, which is trained only
using the dataset Dretain. For example, for effective un-
learning, θunlearned should exhibit unnoticeable behavior
when tested on both Dunseen and Dforget i.e., the simi-
lar loss distributions. To assess this, we employ the mem-
bership inference attack (MIA) as our evaluation metric
for forgetting performance like the various previous stud-
ies [10, 45, 50]. The MIA trains a simple logistic regres-
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Table 1. Overall performance for two main classification tasks. We also report the detailed performance in the supplementary materials.

Metrics Original Retrained Fine-tunning [16] CF-K [14] NegGrad [15] UNSIR [50] SCRUB [26]
Bad

Teaching [8]
EU-K Ours (GLI)

MUFAC
(multi-class)

Test Acc. ↑ 0.5952 0.4880 0.6049 0.5900 0.4048 0.5925 0.5984 0.5477 0.5737 0.5685
Top-2 Acc. ↑ 0.8804 0.7667 0.8869 0.8804 0.5932 0.8674 0.8745 0.8226 0.8473 0.8362

Forgetting Score ↓ 0.2136 0.0445 0.1953 0.2126 0.0485 0.1990 0.1415 0.1714 0.1033 0.0305
Final Score ↑ 0.5839 0.6995 0.6071 0.5824 0.6539 0.5972 0.6577 0.6705 0.5855 0.7538

MUCAC
(multi-label)

Average Test Acc.↑ 0.9073 0.8871 0.9213 0.9228 0.7351 0.9218 0.9078 0.8066 0.886 0.9108
Forgetting Score↓ 0.0319 0.0032 0.0102 0.0226 0.0152 0.0164 0.0266 0.0127 0.0448 0.0032

Final Score↑ 0.9217 0.9403 0.9504 0.9388 0.8523 0.9445 0.9273 0.8906 0.8982 0.9522

(a) Original (b) Retrained (c) Fine-tuning (d) CF-K (e) NegGrad

(f) UNSIR (g) SCRUB (h) EU-K method (i) Bad Teaching (j) Ours (GLI)

Figure 6. Forgetting performance comparison with other methods. The horizontal axis is loss values and the vertical axis is density. The
blue line is forget dataset losses and the red line is unseen dataset losses. Our GLI method shows very similar aspects in the distribution
shapes of the Retrained model, which shows nearly perfect forgetting performance in the MIA measurement.

sion model on the loss values from both the training for-
get dataset Dforget and the unseen dataset Dunseen. If the
machine unlearning is ideally performed, the MIA attack
success rate is 0.5. Thus, we adopt the forgetting score as
abs(0.5 −M) where M denotes the accuracy of the MIA
model. For the forgetting score, the lower is better.

5.2.3 Main Experimental Results

For the total experiments, we set the Final Score2 to {Test
Acc + (1 - Forgetting Score * 2)} / 2. We have found this
simple comprehensive metric is greatly effective for com-
paring various machine unlearning algorithms. Moreover,
the accuracy and MIA serve as proxy evaluation metrics.
With extensive experiments with the various benchmark
datasets, we demonstrate our method achieves significantly
superior performance for all the experiments as shown in
Table 1. Specifically, our method (GLI) shows superior un-
learning performance on both MUFAC and MUCAC com-
pared to the recently proposed SOTA methods including re-
cent SCRUB [26], UNSIR [50] and Bad Teaching [8]. Fur-
thermore, we show that the performance on the original task

2The maximum value of forgetting score is 0.5, and closer to 0 indicates
better performance. To calculate the average with test accuracy, which
has a maximum value of 1, we multiply the forgetting score by 2. We
then subtract it from 1 to indicate that the larger the number, the better the
performance.

remains comparable to the original model. Moreover, inter-
estingly, our proposed method shows very similar loss dis-
tributions between Dforget and Dunseen as shown in Fig-
ure 6. These results represent that our method is a good ma-
chine unlearn algorithm, by showing that our model has al-
most completely forgotten the forget data while maintaining
the model utility. Additionally, the naive Fine-tuning can
be a also strong baseline. We report more detailed experi-
mental results in the supplementary material, including per-
formance for single-task models and overall performance
based on WideResNet and EfficientNet architectures.

6. Discussion
With data security issues on the rise, machine unlearning
is becoming an increasingly important challenge to protect
privacy and prevent sensitive information from being ex-
posed. However, studies in this area are still underdevel-
oped compared to its importance. In this work, we have
found that the MIA based on the logistic regression can not
capture the difference between two distributions. Thus, we
have also explored various robust metrics for evaluating the
machine unlearning forgetting score.

6.1. Jensen-Shannon Divergence (JSD)

While Membership Inference Attacks (MIA) have been
prevalently used as a metric to measure the effectiveness
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Table 2. Overall forgetting performance across the different dataset benchmarks. We note that the naive MIA metric might not capture
the distribution difference properly. For example, our proposed method is sometimes better than the Retrained model in the MIA metric,
which does not make sense in human perception. The JSD could act as robust metrics and show consistently feasible forgetting scores.

Metrics Original Retrained Fine-tunning [16] CF-3 [14] NegGrad [15] UNSIR [50] SCRUB [26]
Bad

Teaching [8]
EU-K [14] Ours (GLI)

MUFAC
(multi-class)

Forgetting Score 0.2136 0.0445 0.1953 0.2126 0.0485 0.1990 0.1415 0.1714 0.2013 0.0305
JSD 0.6561 0.0633 0.6332 0.6564 0.0544 0.6086 0.4754 0.4226 0.5958 0.1103

Figure 7. The correlation between our forgetting score and JSD.
(γ =0.92)
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of machine unlearning [10, 45, 50], they still have limita-
tions [41]. Traditional MIA approaches rely on binary clas-
sification to determine the membership status of data, which
can oversimplify the nuanced distribution of loss values.
Such simplification may not accurately reflect the complex-
ity of models’ forgetting behavior. To address these issues,
we adopt the Jensen-Shannon Divergence (JSD) as a new
metric for the machine unlearning research fields and show
their robustness. We expect JSD that capture a more nu-
anced and multidimensional view of loss distributions. Un-
like MIA, JSD considers the entire density of a probability
distribution over the loss values, providing a more compre-
hensive assessment of how well a model has unlearned the
data to be forgotten as shown in Table 2. As an advantage,
the JSD evaluates the similarity between the loss distribu-
tions of the forgotten and unseen data, providing a distribu-
tional perspective rather than a mere point estimate. More-
over, the JSD is adaptable to various loss functions [13] and
is not limited to binary outcomes, making it suitable for a
wide range of unlearning scenarios. The calculation of JSD
is performed by employing kernel density estimation to ap-
proximate the probability distributions of loss values and
the Jensen-Shannon divergence to measure the distance be-
tween these distributions. The mathematical formulation is
given as:

JSD(Zforget,Zunseen) =

√
KL(Zforget∥H) + KL(Zunseen∥H)

2
(8)

where Zforget and Zunseen indicate the loss distributions of
the forgotten and unseen data, respectively, H is the mean
of these two distributions, and KL denotes the Kullback-

Table 3. Efficiency of the Guidance Loss with Class Warming-up

Metrics LI
GLI

with Fixed Class Weight
GLI

with Class Warm-up

MUFAC
(multi-class)

Test Acc. ↑ 0.5230 0.5692 0.5685
Top-2 Test Acc.↑ 0.8128 0.8401 0.8362

Forgetting Score ↓ 0.0448 0.0823 0.0305
Final Score↑ 0.7166 0.7023 0.7537

MUCAC
(multi-label)

Average Test Acc. ↑ 0.8595 0.9170 0.9108
Forgetting Score↓ 0.0017 0.0144 0.0032

Final Score ↑ 0.9280 0.9440 0.9522

Leibler divergence. In our experiments, we have observed
that the JSD measure is highly correlated to our forgetting
score with Pearson Correlation Coefficient γ = 0.92.
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Figure 8. Effect of Class Warming-up in Our GLI. (a) shows the
score curves over the training iterations of GLI with fixed weight
for the class-loss guidance. (b) represents the score curves over
the training iterations of GLI with class-loss warming-up.

7. Conclusion
In this paper, we propose a novel method, Guided Loss-
Increasing (GLI), that updates the images to be retained to-
wards increasing the loss value of the target instances to be
forgotten. Our experiments demonstrate these augmented
images are greatly effective in achieving enhanced machine
unlearning performance. In this work, data augmentation
can be a crucial key for unlearning images to forget by con-
sistently giving the model samples that should be trained.
Moreover, we adopt a novel JSD-based measurement to cal-
culate the forgetting performance and show this metric can
be useful to robustly evaluate the unlearning performance
given a trained model. For future work, we will explore
more efficient machine unlearning algorithms and robust
metrics to evaluate the unlearning performance.
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