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Abstract

Pixel binning is a term that is gaining popularity lately.
It consists of using high pixel density camera sensors where
the pixels are grouped together when low light levels are
encountered, and, in the case of bright light scenes, the pix-
els are not grouped together. One such pixel arrangement is
Quad Bayer or Tetra. Historically, significant efforts have
been dedicated to demosaicing and denoising Bayer im-
ages, yet limited consideration has been directed towards
Quad Bayer sensors, owing to their recent introduction.
One unique challenge in training deep learning networks
for Quad Bayer images is how to encode such data (spa-
tial vs depth arrangement). Conventionally, when training
denoising networks on bayer images, the input is split in to
individual color channels, however, as results would show,
taking that approach in case of Quad Bayer images pro-
duces inferior quality results.

In this paper, we present an efficient way of grouping the
pixels of a tetra sensor that achieves the best trade off be-
tween image quality and inference speed. Due to very large
number of pixels, the network training requires enormous
amounts of data, making the network prone to over-fitting in
case of limited data. In order to regularize the network so as
to not overfit, we present a novel inter channel loss function
that effectively regularizes the network training. Finally, we
do an ablation study to analyze the loss function that we
present, pixel grouping for tetra sensor and the proportion
of input data with different amounts of noise level. Results
show that the techniques presented in this paper produce
denoised tetra images that are of better quality than tradi-
tional methods. We hope that this paper will inspire further
research in developing algorithms for the new Quad Bayer,
Hexa Deca and Nona sensors.

1. Introduction

Image denoising belongs to the class of problems known as
image restoration and is considered to be an important com-
ponent of many image processing pipelines [4, 6, 35]. Con-
ventionally, image denoising is done on single gray scale
images or demosaiced 3 channel RGB images [7, 11, 18].
However, many times, there is a need to denoise these im-
ages while they are in linear raw format prior to demosaic-
ing [3, 9]. Noise in raw images tends to be less correlated
and therefore less challenging to handle; in addition, raw
images have 3 times less number of unknown pixel values
as comapred to RGB images. Nevertheless what makes de-
noising images in raw format difficult is that these images
consists of pixels of different colors adjacent to each other
[1, 29]. The exact arrangement of different color channels
on the pixel grid depends on the specific color filter array
used in the sensor.

As the smartphone camera industry trends towards high
mega pixel cameras such as 200 MP, the latest CMOS sen-
sors are now adopting more novel CFA patterns such as
Quad Bayer (Tetra), Nona and Hexa Deca (Tetra2) pattern
[12–14, 16]. These new CFA patterns offer the flexibility
of binning the adjacent pixels consisting of the same color
channel for better imaging signal in low light scenarios. De-
noising these non-Bayer raw images presents unique chal-
lenges because of the very large number of pixels that need
to be processed and increased pixel distance between pixels
of different colors [16].

Many different types of denoising techniques have been
proposed in the past. Some of the more notable denoising
methods include patch based denoising methods that ex-
ploit image self similarity [2, 24, 25], dictionary learning
[6], low rank approximation [10, 30], bayesian modelling
[19, 20, 26, 34], and frequency domain approaches [8, 31].
More recently with the advancements in GPUs, deep learn-
ing has opened up new avenues of approaching the denois-
ing problem [3, 17, 33]. However, most of these deep neural
networks are trained for RGB or the traditional bayer pat-
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Figure 1. An overview of the Quad Bayer denoise algorithm: In the first step, the Quad Bayer to 4 channel converter converts the input into
a four channel data format. Then we use a network to denoise the noisy input. We use the 4 channel to Quad Bayer converter to convert
the 4 channel back to Quad Bayer format.

tern raw images [3, 9]. Traditionally, in order to train a deep
neural network on bayer raw images, the practice has been
to separate individual color phases in to a 4 channel RGGB
image [3]. However, a crucial shortcoming of such an ap-
proach is that when you separate out the 16 channels in a
Quad Bayer image, you get aliasing artifacts due to spatial
downsampling.

In this paper, we present a robust deep learning based ap-
proach to train a denoising network for raw images includ-
ing non Bayer patterns such as Quad Bayer images. Our
three main contributions in this paper are as follows. First,
we propose to use a grouping of pixels that may not appear
obvious i.e., instead of encoding Quad Bayer images in to
16 channels, we break it into 4 channels by combining ad-
jacent pixels corresponding to the same color. Second, we
propose a novel inter-channel loss function inspired by the
traditional total variation loss function but with a key differ-
ence; our inter channel loss function combination penalizes
the differences between predicted pixel values and the adja-
cent pixels in the ground truth image. Third, we propose a
practical way to regularize the training of denoising neural
network by employing two different sets of training data;
low exposure data which tends to have high level of noise
and high exposure data which tends to be less noisy.

2. Method

The overall architecture of our Quad Bayer denoising algo-
rithm is illustrated in Fig 1. There are three components in
the algorithm: Quad Bayer to 4 Channel Converter, Denoise
Network, 4 Channel to Quad Bayer Converter. The Quad
Bayer to 4 Channel Converter converts the Quad Bayer data
into an 4 channel format. Then we feed the 4 channel data
to the second component Denoise Network, in the end the
4 Channel to Quad Bayer converter converts the denoised 4

channel output to Quad Bayer format for the downstream
tasks. In addition, we created a detail preserving inter-
channel loss function. We will introduce each component
of our method in details in this section.

2.1. Quad Bayer/4 Channel Converter

In this section, we discuss how we group the pixels in the
Quad Bayer images to prepare the input to the network and
how we convert back to the Quad Bayer format.

Quad Bayer to 4 Channel Converter As shown in
Fig 2, there are two mainstream methods of grouping the
pixels before feeding the Quad Bayer into the denoise net-
work. One is to use the Quad Bayer image as it is. The other
one is splitting the Quad Bayer pattern into 16 channels as
shown in Fig 2-c. Here, we propose a new way of group-
ing the pixels. We group based on the color clusters within
the Quad Bayer pattern. Fig 2-b shows how to organize the
pixels. After passing the converter, the Quad Bayer image
is converted into a 4 channel data.

4 Channel to Quad Bayer Converter This step is an
inverse process of Sec 2.1 which convert the 4 channel data
back into Quad Bayer format.

2.2. Denoise Network

We present the detailed network architecture in Fig 3. Our
network is based on a U-Net [22] architecture well suited
for image denoising. Nevertheless we present a general
framework in which any netwrok can be plugged in to
denoise the images.

In our network, we use three types of convolutional
layers: standard convolutional layer, strided convolutional
layer used for downsampling and transpose convolutional
layer used for upsampling. In the encoder, we use standard
convolutional layer followed by strided convolutional layer
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Figure 2. Different methods of grouping Quad Bayer pixels to-
gether: two traditional way of grouping pixels: (a) using a single
channel input as it is, and (c) splitting the Quad Bayer data into 16
channels by using each color component as a channel. Our pro-
posed method (b) separates Quad Bayer pattern into 4 channels
with each channel being a group of same color.

to reduce the spatial dimensions of the features by a factor
of 2 and increase the channel numbers by 2 (the channel
number of the first layer is 16). In total, we have 5 consec-
utive blocks in the encoder.
In the decoder, we use transpose convolutional layer fol-
lowed by standard convolutions to increase the spatial di-
mensions of the features by a factor of 2 and reduce chan-
nel numbers by 2 (i.e., 16). Here we use concatenation of
features in the decoder and corresponding features from the
encoder for skip connection.

2.3. Detail Preserving Inter Channel Loss Function

In the literature Total Variance (TV) objective has been ex-
tensively employed for edge preserving image denoising
[23]. Inspired by the successes of TV loss, we propose a
novel Inter Channel Loss (ICL) with the goal of having sim-
ilar intensity values for same color neighborhood pixels in
the Quad Bayer pattern and also preserve the edges. How-

ever, the key distinction between TV loss and ICL is that
unlike TV loss which exclusively applies the constraint on
the output image, we compute the similarity of neighbor-
hood pixels between the output and ground-truth images.
ICL is defined as

LICL =
∑
S∈Ω

N/4∑
k=0

4∑
i=1

4∑
j=1

wi,j∥ŶS4k+i
− YS4k+j

∥, (1)

where Ω = {R,Gr,B,Gb} is the color space in Quad
Bayer, N represents the number of pixels in each image,
S denotes the channel index, k is the index of the 4-pixel
group, i and j are the indices of the pixel within each group,
wi,j is the weight for the difference. For easier interpretabil-
ity, ICL can be further categorized into two parts : Lself

ICL

and Lneighbor
ICL

• Lself
ICL : in the equation (1) assigning wi,j = 0 for i ̸= j,

and wi,j = 1 for i = j reduces the expression to a L1 loss
function.

Lself
ICL =

∑
S∈Ω

N/4∑
k=0

4∑
i=1

∥ŶS4k+i
− YS4k+i

∥

• Lneighbor
ICL : This loss is obtained by assigning wi,j = 1/3

for i ̸= j, and wi,j = 0 for i = j. This loss essen-
tially compares all the neighborhood pixel values with
the ground-truth except those located in the same co-
ordinates.

Lneighbor
ICL =

∑
S∈Ω

N/4∑
k=0

4∑
i=1

4∑
j=1,j ̸=i

1

3
∥ŶS4k+i

− YS4k+j
∥

In our experiments we determine the relative weighting of
Lself
ICL and Lneighbor

ICL empirically.

2.4. Overall Loss Function

We trained MADNet using a weighted combination of three
terms: Lself

ICL, Lneighbor
ICL , and LSSIM

1 [28].

L = αself ∗ Lself
ICL+αneighbor ∗ Lneighbor

ICL

+αSSIM ∗ LSSIM ,
(2)

where αself , αneighbor and αSSIM are the weights asso-
ciated with the three different loss functions subject to the
constraint

αself + αneighbor + αSSIM = 1.

In our experiments αself , αneighbor and αSSIM are hyper-
parameters values of which are determined empirically us-
ing a cross validation dataset.

1In our implementation we use the multi-scale version of the SSIM loss
function [27].
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Figure 3. Illustration of MADNet architecture. MADNet is based on U-Net [22] style architecture containing strided convolutional and
trasnposed convolutional layers. Concat denotes concatenation of feature channels.

 

Figure 4. Illustration of a LICL. In the figure, the loss for S1

in Ŷ is computed with all pixels within the same color block, i.e.
S1,S2, S3, S4 in Y .

3. Experiments
In this section we provide details on the experiments we
conducted to evaluate our proposed denoising technique.
We will first provide details on the experimental settings
such as training data, evaluation methodology and com-
pared methods. Then we will objectively and visually eval-
uate the performance of our model against state-of-the-art
(SOTA) denoising models. At the end, we perform several
ablation experiments to analyze the importance of ICL ob-
jective, performance differences between ICL and the stan-
dard Total Variation objectives and the effect of Quad Bayer
to 4 channel conversion.

3.1. Experimental Settings

Training Data

We captured a new dataset to train and benchmark raw
Quad Bayer images. The images were captured in low-light
conditions using Samsung Galaxy S22 smartphone camera
which used a specially designed software to obtain raw im-
ages in Quad Bayer format of resolution 6120× 8160. This

Set1 (Short Exposure) Set2 (Long Exposure) Reference

Figure 5. Sample noisy images from the captured datasets Set1
(first column) and Set2 (second column). Reference images are
shown in third column. Raw Quad Bayer images are visualized as
grayscale images with no additional demosaicing. The difference
in noise characteristics between Set1 and Set2 can be better visu-
alized by zooming in.

software also enabled modifying camera settings such as
ISO and exposure time. During capture the smartphone was
mounted on a tripod and remotely triggered. Both indoor
and outdoor scenes were captured in this dataset.

Captured data consisted of two sets of noisy images :
(a) Set1 - containing short exposure images, and (b) Set2 -
containing long exposure images. For each of the noisy im-
ages in both of the sets, there is a corresponding reference
(ground truth) image with significantly long exposure time
producing a ground truth image with low noise and better
perceptual quality. A sample image pair from this dataset
is shown in Fig. 5. To avoid the problem of motion blur,
we only used static images without any motion in our ex-
periments. Additionally, same reference may be used for
images coming from the two different sets as illustrated in
Fig. 5. In total we captured a total of 2876 noisy-reference
image pairs in each of Set1 and Set2. The motive to include
two different sets is to make denoising models more robust
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to a wide range of noise levels. To capture noisy images,
the exposure time was set between 1/50 to 1/5 seconds. For
reference image, the exposure times were increased nearly
10 to 30 times, and ISO values were reduced accordingly to
obtained an equally exposed image.

For model training, this dataset was further divided ran-
domly into two sets of 4600 and 1152 image pairs corre-
sponding to training and testing data respectively. We also
ensured that images from both sets had equal representation
in both training and testing data.

Training and Inference Details

MADNet was trained for 250K iterations with a batch size
of 4. Further, each image in the batch was randomly
cropped into 3 patches of size 512 × 512 during train-
ing. Adam optimizer [15] with a constant learning rate of
5 × 10−4 (β1 = 0.9, β2 = 0.999) was used to train MAD-
Net. The following values were used for hyperparameters in
equation (2) : αself = 0.1, αneighbor = 0.05 and αSSIM =
0.85. All the implementations were done in Python using
PyTorch2 framework, and all models were trained on a sin-
gle Nvidia A100 GPU. To obtain mobile on-device infer-
ence, Snapdragon Neural Processing Engine (SNPE) was
employed. The trained PyTorch models were converted to
on-device compatible format using SNPE toolkit [21].

Comparisons and Evaluation Methodology

We objectively compared the performance of MADNet
against two popular SOTA models : BM3D [5], which uses
traditional collaborative filtering, and DnCNN [32], which
employs an end-to-end trained deep model for noise re-
moval. In our experiments, we ran the BM3D algorithm
directly on Quad Bayer images without any prior conver-
sion to another format such as demosaiced RGB images.
In case of DnCNN, for fair comparison, we retrained the
model with our Quad Bayer images which were encoded in
the same manner of 4 channel components as shown in fig.
1.

For objective evaluation we employ standard image qual-
ity metrics : Peak Signal to Noise ratio (PSNR) and Struc-
tural Similarity Index (SSIM) [28]. Both PSNR and SSIM
values are calculated for each image and average value
across the entire dataset is reported. Since our emphasis has
been efficient processing on a smartphone, we also compare
the processing times of the above models on the latest Sam-
sung Galaxy S24 device.

3.2. Denoising Performance

In Table 1 we compare the objective image quality met-
rics of MADNet against other denoising methods. From
the table it can be observed that MADNet outperforms

2https://pytorch.org/

Table 1. Comparison of MADNet denoising performance against
SOTA models.

Model PSNR ↑ SSIM↑ Processing Time (ms) ↓
BM3D [5] 34.564 0.954 -

DnCNN [32] 39.662 0.973 1850
MADNet 40.66 0.979 540

other methods both in terms of PSNR and SSIM numbers.
Furthermore, MADNet outperforms other SOTA models in
terms of processing time. We do not report processing time
for BM3D since it was not optimized for NPU processing
and the code released by the authors3 was taking substan-
tially longer time to denoise when compared to other meth-
ods. In Fig. 6 we visually compare the denoising results
on two scenes from the testing data. These results show
that MADNet preserves more details when compared with
DnCNN and BM3D.

3.3. Ablation Experiments

Here we provide details of various ablation experiments we
conducted to analyze the robustness and generalizability of
the trained MADNet model.

Effect of Short and Long Exposure Images

In Sec. 3.1 we noted that MADNet was trained on a com-
bined dataset containing equal number of short (set-1) and
long (set-2) exposure images. The idea to employ images
with different exposure levels was to obtain a single model
that can be used across a wide range of noise characteris-
tics. In order to verify the utility of combining datasets with
different noise levels, we conducted an experiment where
MADNet was trained exclusively on either short exposure
images or long exposure images. We compared the output
quality of such trained models with the model trained on
combined dataset from the two sets. The results are shown
in Table 2; it can be observed that training the model using
the combined dataset yields a slight advantage in terms of
image quality metrics. In Fig. 7 we provide visual compar-
ison of the denoised results and from this figure it can be
seen that using only long exposure images leads to artifacts
since the noise is not completely removed, while using only
short exposure images leads to over smoothening. Employ-
ing both types of exposure level is essential to get best char-
acteristics from both sets and obtain superior image quality.

Significance of ICL

MADNet was trained was trained using a combination of
LICL and SSIM loss detailed in equation (2). In this ex-
periment we analyze the significance of each component
present in this objective by training various models with a

3https://pypi.org/project/bm3d/
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Reference Noisy BM3D DnCNN MADNet

Reference Noisy BM3D DnCNN MADNet

Figure 6. Visual comparison of denoising results across two test images.

short exposure long exposure both

Figure 7. Comparison of denoising results when MADNet is
trained exclusively on short or long exposure images with MAD-
Net trained on combined dataset.

Table 2. Evaluation of MADNet when trained only on short and
long exposure images.

Model PSNR ↑ SSIM↑
Trained only on short exposure dataset 40.42 0.978

Trained only on only long exposure dataset 40.53 0.978
Trained on combined dataset 40.66 0.979

Table 3. Comparison of trained MADNet models with different
choice of loss functions

Lself
ICL Lneighbor

ICL LSSIM PSNR ↑ SSIM↑
✓ 38.36 0.972

✓ 38.69 0.971
✓ 38.35 0.979

✓ ✓ 38.92 0.974
✓ ✓ 38.63 0.975
✓ ✓ 39.65 0.978
✓ ✓ ✓ 40.66 0.979

combination of loss functions. The results are shown in Ta-
ble 3 and from the reported values, using the proposed com-
bination of LICL and SSIM objective produces the highest
values in terms of objective quality metrics.

with LICL with TV loss

Figure 8. Visual comparison of denoised results using LICL and
TV regularization. Results with TV loss yield smoother details
(near edges,corners) when compared to LICL.

Comparison of Total Variation and ICL Objectives

One of our key contributions in MADNet is employing
Lself
ICL and Lneighbor

ICL for training. As mentioned in Sec. 2.3,
ICL is mainly inspired by TV loss. Here we conduct an
experiment where we replace Lneighbor

ICL with TV regular-
ization in equation (2) and train MADNet. The TV loss is
given as follows

LTV =
∑
S∈Ω

N/4∑
k=0

4∑
j=1

4∑
i=1,i̸=j

1

3
∥ŶS4k+i

− ŶS4k+j
∥ (3)

L = αself ∗ Lself
ICL + αTV ∗ LTV + αSSIM ∗ LSSIM .

(4)

In our experiments we choose αTV = αneighbor. Note that
LTV and Lneighbor

ICL are very similar, and LTV is computed
entirely on Ŷ while Lneighbor

ICL uses both Y and Ŷ . The ob-
jective results are shown in Table 4. From the table it is
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Table 4. Comparison of trained MADNet models with and without
ICL

Model PSNR ↑ SSIM↑
TV regularization 39.62 0.978

ICL 40.66 0.979

Table 5. Impact of channel grouping on denoising performance

Model PSNR ↑ SSIM↑ Processing Time (ms) ↓
No grouping 40.75 0.980 1639
4 channels 40.66 0.979 540
16 channels 39.62 0.978 220

evident that LICL obtains higher PSNR and SSIM values
when compared with TV regularization. Visual compari-
son in Fig. 8 also indicates that TV regularization yields
smoother images with inferior details when compared to
LICL.

Effect of Channel Grouping

In this experiment, we analyze our channel grouping mech-
anism presented in Sec. 2.1. We study the effect of our
channel grouping by training MADNet with two other vari-
ations of encoding: (a) No grouping - in this case the in-
put Quad Bayer image is fed unmodified to the network as
shown in Fig. 2-a, (b) 16 channel grouping - this is the tra-
ditional grouping mechanism illustrated in Fig. 2-c. Both
of these approaches are self evident where (a) produces in-
put images with no spatial downsampling and large sized
hidden layers feature whereas (b) produces input images
with spatial downsampling and small sized hidden layers
features. The results are shown in Table 5 and Fig. 9. Al-
though approach (a) obtains the best image quality; however
it comes at the cost of significantly large processing time.
On the other hand. 16 channel grouping is the fastest; but
it leads to aliasing artifacts as seen in Fig. 9. In our view,
the proposed 4 channel grouping offers a good trade-off be-
tween the image quality and processing time.

4. Conclusions
In this paper, we presented a deep neural network based
framework to denoise recently popular Quad Bayer raw im-
ages. We train our denoising network with extensive em-
phasis on being light weight and ability to run on a smart-
phone, while preserving details in the images. The proposed
model employed a novel channel grouping mechanism and
a new Inter Channel Loss function for its training. Further,
we used a Quad Bayer dataset containing a total of 5752
noisy-reference image pairs. This Quad Bayer dataset is
a first of its kind, and contains a combination of long and
short exposure images to capture a wide range of noise char-
acteristics. We conducted a holistic evaluation of the recon-
structed image quality and showed that our proposed model
outperforms current SOTA methods; both across PSNR and

SSIM objective metrics as well as visual quality. We also
conducted a range of ablation experiments to analyze the
importance of channel grouping and Inter Channel Loss
function.
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