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This supplementary material encompasses the following Table 3. Per-method hyper-parameters for SFDA methods.
sections:

Hyper-parameter Value

Aent € {0.3,0.6,1.0}

» Explanation of the hyperparameters use for source mod-

els and target models obtained after adaptation. SHOT Adiv € {0.3,0.6,1.0}
* A example of several images to illustrate the localization Apseu € {0.1}
performance obtained with SFDA methods. CDeL 7 € {0.04,0.08}
Acder € {0.001,0.005,0.01,0.05,0.1, 1.0}
7€ {0.8,1.0}
SFDE
1. Hyperparameters for the source and target hogar € {0001, 001,005, 0.1,,05,10}
models Aent € {0.0,0.6,1.0}
AdaDSA Ace € {0.03,0.6,1.0}
Aed,smooth € {0.01,0.1}
Table 1. General hyper-parameters. e {5,10}
Hyper-parameter Value
N INPUT TSCAM TSCAM TSCAM TSCAM TSCAM
Fully sup. model f U-Net TARGET SOURCE SFDE SHOT ADADSA
Backbones ResNet50. RAE \ = 4l N s \ . ) N
Optimizer SGD
Nesterov acceleration True

€ {0.1,0.4,0.9} for source models
{0.4,0.9} for target models
Weight decay 0.0001
€ {0.0001,0.001,0.002,0.01,0.02, 0.1} for source
{0.0001,0.001, 0.01} for target
G1as: 0.1 € {150,250, 350¢} epochs for source and 250 for target

Momentum

Learning rate

Learning rate decay
CAMELYON16: 0.1 € {2,5,8} epochs for source and 5 for target

Mini-batch size 32

Random flip Horizontal/vertical random flip

N Brightness, contrast,
Random color jittering
and saturation at 0.5 and hue at 0.05

] Resize image to 225 x 225
Image size N
‘Then, crop random patches of 224 x 224

Learning epochs Glas: 1000, CAMELYON16: 20

Table 2. (WSOL) hyper-parameters.

Hyper-parameter Value

Deep MIL Mid-channels = 128. Gated attention: True/False.

2. Samples Localization Generated by our , o )
Models Figure 1. TSCAM best classification on CAMELYONS512 without

source’s best classification.
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INPUT TSCAM TSCAM TSCAM TSCAM TSCAM T TSCAM TSCAM TSCAM TSCAM TSCAM
TARGET SOURCE SFDE SHOT CDCL ADADSA MASK SOURCE SFDE SHOT CDCL ADADSA
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Figure 2. TSCAM best classification on GLAS with source’s best Figure 4. TSCAM best localization on CAMELYONS512 without
classification. source’s best classification.

INPUT TSCAM TSCAM TSCAM TSCAM TSCAM INPUT TSCAM TSCAM TSCAM TSCAM TSCAM
TARGET MASK SOURCE SFDE SHOT CDCL ADADSA TARGET MASK SOURCE ADADSA

Figure 3. TSCAM best classification on GLAS without source’s Figure 5. TSCAM best localization on GLAS without source’s
best classification. best classification.



INPUT TSCAM TSCAM TSCAM TSCAM TSCAM INPUT GRADCAM++ GRADCAM++ GRADCAM++ GRADCAM++ GRADCAM++
TARGET SOURCE SFDE SHOT CDCL ADADSA TARGET SOURCE SFDE SHOT CDCL ADADSA
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Figure 6. TSCAM best localization on GLAS with source’s best Figure 8. GradCAM++ best classification on GLAS with source’s
classification. best classification.

INPUT GRADCAM++ GRADCAM++ GRADCAM++ GRADCAM++ GRADCAM++ INPUT GRADCAM++ GRADCAM++ GRADCAM++ GRADCAM++ GRADCAM++
TARGET SOURCE SFDE SHOT CDCL ADADSA TARGET MASK SOURCE SFDE SHOT CDCL ADADSA

Figure 7. GradCAM++ best classification on GLAS without Figure 9. GradCAM++ best classification on CAMELYONS512
source’s best classification. without source’s best classification.



INPUT DEEPMIL DEEPMIL DEEPMIL DEEPMIL DEEPMIL INPUT DEEPMIL DEEPMIL DEEPMIL DEEPMIL DEEPMIL
TARGET SOURCE SFDE SHO CDCL ADADSA TARGET MASK SOURCE SFDE SHO CDCL ADADSA
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Figure 10. DEEPMIL best classification on GLAS without Figure 12. DEEPMIL best classification on CAMELYONS512
source’s best classification. without source’s best classification.
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TARGET SOURCE SFDE SHOT CDCL ADADSA TARGET MASK SOURCE SFDE SHOT CDCL ADADSA

"

Figure 11. DEEPMIL best classification on GLAS with source’s Figure 13. GradCAM++ best localization on CAMELYONS512
best classification. without source’s best classification.



INPUT GRADCAM++

GRADCAM++

DEEPMIL DEEPMIL DEEPMIL DEEPMIL DEEPMIL
SOURCE SFDE HOT CDCL ADADSA

GRADCAM++ GRADCAM++ GRADCAM++
SFDE CDCL

SHOT
' .
£
o D)
-

TARGET SOURCE ADADSA MASK

Figure 14. GradCAM++ best localization on GLAS with source’s Figure 16. DEEPMIL best localization on CAMELYONS512 with-
best classification. out source’s best classification.
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Figure 15. GradCAM++ best localization on GLAS without Figure 17. DEEPMIL best localization on GLAS with source’s
source’s best classification. best classification.
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Figure 18. DEEPMIL best localization on GLAS without source’s
best classification.
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