Segmentation of Underground Utilities

Supplementary Material

OpenTrench3D: A Photogrammetric 3D Point Cloud Dataset for Semantic

1. Introdution

This document presents the supplementary materials omitted
from the main paper due to the space limitation.

A. Data Capture Process

The OpenTrench3D dataset is gathered using close-range
photogrammetry captured using video recordings from ev-
eryday smartphones. The following is a description of the
overall data capture and processing workflow used by the two
utility owners that provided point clouds for OpenTrench3D.
We refer to figure 1 for illustrations. This workflow high-
lights that utility owners on site only requires a marker and
a smartphone to fulfill their role in the data capture process.
The procedure is divided into three straightforward steps:
(1) apply markings around the open trench, used as Ground
Control Points (GCP), possibly using a spray marker; (2)
carefully video record the trench from various angles, ensur-
ing the camera is aimed down towards the utilities visible
in the trench; and (3) upload the captured video through
the companion application. Subsequent, the video data is
then send to a server for processing into a 3D point cloud.
Following the initial step, a surveying responsible is tasked
with measuring the GCP markings using survey-grade instru-
ments, such as GNSS-RTK receivers followed by uploading
this data to the same system for later manual geo-referencing
of the point cloud.

B. Fine-tuning Evaluation on Heating Areas

In table 1 we present the supplementary results of the fine-
tuning evaluation on heating areas of PointVector and Point-
MetaBase, similar to table 4 in the main article for Point-
NeXt. In the fine-tuning evaluation on heating areas, we
first pre-train model weights on samples from Water Area
1-4 while using Water Area 5 as validation set for the pre-
training. Secondly, we fine-tune the model weights on 1, 5,
10, 20 and all (29) samples from Heating Area 1. We both
conduct fine-tuning experiments in which only weights of
the segmentation head of each model are fine-tuned as well
as experiments in which the weights of both the segmen-
tation head and the decoder are fine-tuned, simultaneously.
Finally, the fine-tuned models are evaluated on point clouds
from Heating Area 2.
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Figure 1. Workflow of the data capture process to generate 3D
point cloud using photogrammetry. GCP stands for Ground Control
Point.

C. Qualitative Examples from S5-fold cross-
validation on Water Areas

In figure 2, we provide qualitative results from running infer-
ence on various samples from Water Area 5 using a PointVec-
tor model trained on Water Area 1-4 with the Inactive Utility
class included (colored in blue) for evaluation. The qualita-
tive examples highlight the challenges state-of-the-art seman-
tic segmentation methods encounter when trying to distinct
the Inactive Utility against the Main Utility and Other Util-
ity classes. Although, sometimes succesful, often times the
methods neglect the Inactive Utility class, possible due to it
occuring less frequently in the dataset compared to the other
classes, as seen from table 2 in the main paper.



Table 1. Supplementary table for the fine-tuning experiments seen in figure 4 of the main paper. For comparison, we display the performance
of pre-trained models (red square) as well as models without prior pre-training, but solely trained on 1, 5, 10, 20 and all samples from
Heating Area 1 (Baseline).
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709 668 78.1 255 96.7 | 703 649 732 256 96.0
73.8 700 774 36.0 96.6 | 746 694 754 364 96.5
762 7177 79.8 384 97.0 | 77.1 73.0 788 432 97.0
795 718 79.8 38.6 97.1 | 804 712 799 363 975
812 72,6 775 431 97.1|795 725 803 398 972

Pre-trained 793 718 803 37.6 97.6 | 767 685 757 324 974

1 | 764 731 838 379 977|726 66.6 760 275 963
774 740 828 41.8 975|743 70.0 754 379 96.6

Baseline

B8 3 » ~ |Samples

FI‘{‘:;‘)med 10| 825 759 858 440 979 | 782 733 814 410 974

20 | 81.8 738 835 399 980 | 797 689 784 307 977

29 | 845 732 846 373 978 | 795 669 720 314 973

1 1762 730 838 377 976|759 686 727 374 958

. 5 1775 739 833 407 976|788 739 81.8 426 974
Fine-tuned

DecodersHead) 10 | 822 76.6 867 452 981|790 728 809 400 974
(Decoder+Head) | ¢ ¢ 740 843 395 981 | 80.0 694 789 314 977
29 | 80.1 726 813 389 978 | 789 69.1 754 347 973

D. Qualitative Examples from Fine-tuning eval-
uation on Heating Areas

We provide additional qualitative examples from running
inference on various samples from Heating Area 2 using
various trained versions of the PointNeXt model in figure 3.
These are supplements to the qualitative examples in figure
5 of the main paper. We showcase inference results from a
PointNeXt models trained from scratch on solely 1 and 10
samples from Heat Area 1 (Baseline), a PointNeXt model
trained on samples from Water Area 1-4 (pre-trained) and
finally PointNeXt models pre-trained on Water Area 1-4 and
further fine-tuned on 1 and 10 samples from Heating Area 1,
were only weights of the segmentation head are tuned.
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Figure 2. Qualitative Examples from running inference on samples from Water Area 2, with a trained PointVector model on Water Area 1, 3,
4 and 5. In this model, the Inactive Utility class was included to test against the Main Utility and Other Utility classes.
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Figure 3. Qualitative Examples from running inference on samples from Heating Area 2 with 5 trained PointNeXt model versions: 2 models
which are trained on 1 and 10 samples from Heating Area 1 (called Baseline), 1 model pre-trained on samples from Water Area 1-4 and 1
model pre-trained on samples from Water Area 1-4 and fine-tuned with 1 and 10 samples from Heating Area 1.
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