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Abstract

Video Anomaly Detection (VAD) is an open-set recogni-
tion task, which is usually formulated as a one-class classifi-
cation (OCC) problem, where training data is comprised of
videos with normal instances while test data contains both
normal and anomalous instances. Recent works have inves-
tigated the creation of pseudo-anomalies (PAs) using only
the normal data and making strong assumptions about real-
world anomalies with regards to abnormality of objects and
speed of motion to inject prior information about anomalies
in an autoencoder (AE) based reconstruction model during
training. This work proposes a novel method for generating
generic spatio-temporal PAs by inpainting a masked out re-
gion of an image using a pre-trained Latent Diffusion Model
and further perturbing the optical flow using mixup to em-
ulate spatio-temporal distortions in the data. In addition,
we present a simple unified framework to detect real-world
anomalies under the OCC setting by learning three types
of anomaly indicators, namely reconstruction quality, tem-
poral irregularity and semantic inconsistency. Extensive
experiments on four VAD benchmark datasets namely Ped2,
Avenue, ShanghaiTech and UBnormal demonstrate the effec-
tiveness of our work against other existing state-of-the-art
PAs generation and reconstruction based methods under the
OCC setting. Our analysis also examines the transferabil-
ity and generalisation of PAs across these datasets, offer-
ing valuable insights by identifying real-world anomalies
through PAs. Our results can be reproduced on github.

1. Introduction
Video Anomaly Detection [4, 5, 21–23, 31, 35, 44, 46, 59,
60, 72, 81, 96, 100] refers to the task of discovering the un-
expected occurrence of events that are distinct and follow a
deviation from known normal patterns. The rarity of anoma-
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lies in the real-world and the unbounded nature (open-set
recognition [20]) of their diversities and complexities have
led to unbalanced training datasets for VAD making it an
extremely challenging task. Therefore VAD is commonly
addressed as a OCC problem where only normal data is avail-
able to train a model [4, 5, 21, 23, 26, 46, 50, 51, 59, 106].

Reconstruction based approaches exploiting an AE are
usually adopted to tackle the OCC task [4, 5, 23, 59]. The
intuition behind this is that during training, the AE would
learn to encode normal instances in its feature space with the
assumption that during the test phase a high reconstruction
error would correspond to an anomaly and a low reconstruc-
tion error would indicate normal behaviour. Contrary to this,
[4, 23, 96] observed that when trained in this setting, the AE
learns to reconstruct anomalies with high accuracy resulting
in a low reconstruction error in the testing phase. Hence, the
capability of the AE to distinguish normal and anomalous
instances is greatly diminished (Figure 1a in [4]).

[23, 59] introduced a memory-based AE to restrict the
reconstruction capability of the AE by recording prototypical
normal patterns during training in the latent space therefore
shrinking the capability of the AE to reconstruct anomalous
data. However, such methods are highly sensitive to mem-
ory size. A small-sized memory may hinder reconstruction
of normal data as memorising normal patterns can be inter-
preted as severely limiting the reconstruction boundary of
the AE, resulting in failure to reconstruct even the normal
events during the testing phase (Figure 1b in [4]).

Astrid et al. [4] proposed the generation of two types of
PAs (patch based and skip-frame based) to synthetically sim-
ulate pseudo-anomalous data from normal data and further
introduced a novel training objective for the AE to force the
reconstruction of only normal data even if the input samples
are anomalous. Patch based PAs are generated by inserting
a patch of a specific size and orientation from an intruder
dataset (e.g. CIFAR-100) using the SmoothMixS [38] data
augmentation method while in order to create skip-frame
based PAs, a sequence of frames is sampled with irregular
strides to create anomalous movements in the sequence. The
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Figure 1. The overall architecture of our approach consists of spatio-temporal PAs generators. Spatial PAs generator (eq. 2) : Fs(stack(x,x⊙
m,m); θ)and temporal PAs (eq. 3) : Ft(ϕ(xt,x(t+1))). The spatial and temporal PAs are sampled with probability ps and pt respectively.
Our VAD framework unifies estimation of reconstruction quality (eq. 4), temporal irregularity (eq. 5) and semantic inconsistency.

intuition behind this training procedure is based on limiting
the reconstruction boundary of the AE near the boundaries
of the normal data resulting in more distinctive features be-
tween normal and anomalous data (Figure 1c in [4]). A
notable limitation of the approach proposed in Astrid et al.
[4] is its heavy reliance on a predefined set of assumptions
and inductive biases. These assumptions encompass various
aspects, including the specific intruding dataset selected for
patch insertion, the patch’s size and orientation, and the idea
that altering the movement speed by skipping frames could
introduce temporal irregularities into the normal data.

With such assumptions, there is no guarantee that the test
anomalies which comprise of an unbounded set of possible
anomalous scenarios would comply with pseudo-anomalous
samples. This creates a need for more generic solutions for
creating PAs from the normal data. Since VAD is an open-set
recognition problem and anomalies present an inexhaustible
set of possibilities, every pseudo-anomaly synthesiser car-
ries strong or weak inductive biases and thus it is inherently
challenging to emulate real-world anomalies through PAs.
Furthermore, there are other challenges, such as the fact that
certain normal behaviours are rare but possible and there-
fore not well represented in the normal data. This presents
an interesting research question: “Is it possible to syntheti-
cally generate generic PAs by introducing spatio-temporal
distortions into normal data in order to detect real-world
anomalies effectively?, and importantly, can such PAs trans-
fer across multiple VAD datasets?”

Our work is motivated by [4] and extends it by addressing
its drawbacks and proposing a more generic PAs genera-
tor. We focus on generating PAs by injecting two different
types of anomaly indicators, the first being distortion added
through image inpainting performed by a pre-trained latent
diffusion model (LDM) [66], the second being the addition

of temporal irregularity through perturbation of the optical
flow [95] using mixup [103]. Our simple VAD pipeline fo-
cuses on reconstructing the spatio-temporal PAs and also
measures the semantic inconsistency between normal sam-
ples and PAs using semantically rich ViFi-CLIP [64] features.
This unifies estimation of reconstruction quality, temporal ir-
regularity and semantic inconsistency under one framework.
We conduct an extensive study on understanding the gen-
eralisation and transferability of such PAs over real-world
anomalies. Overall, our main contributions are:
• We propose a novel and generic spatio-temporal pseudo-

anomaly generator for VAD encompassing inpainting of a
masked out region in frames using an LDM and applying
mixup augmentation to distort the optical flow.

• We introduce a simple unified VAD framework that mea-
sures and aggregates three different indicators of anoma-
lous behaviour namely reconstruction quality, temporal
irregularity and semantic inconsistency in an OCC setting.

• Extensive experiments on Ped2, Avenue, ShanghaiTech
and UBnormal show that our method though not objec-
tively state-of-the-art (SOTA) but achieves comparable
performance as other existing SOTA PAs generation and
reconstruction based methods under the OCC setting (Ta-
ble 1, 2) without any end-to-end finetuning or any post-
processing. This validates that our method is a generic
video anomaly detector and our spatio-temporal PAs gen-
eration process is transferable across multiple datasets.

2. Related Work
2.1. Restricting Reconstruction Capacity of an AE

A standard approach to address VAD is to adopt an OCC
strategy by training an AE model to reconstruct the input
data [4, 23, 26, 50, 51, 59, 106]. During training, only nor-
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mal inputs are used for learning the AE with the assumption
that reconstruction of anomalies during testing would yield
a higher reconstruction error. However, in practice it has
been shown that the AE can also reconstruct anomalous data
[4, 23, 96]. [23, 59] mitigated this issue by augmenting the
AE with memory-based techniques in the latent space to
restrict the reconstruction capability of an AE. However the
performance of such methods are directly impacted by the
choice of the memory size, which may over-constrain the
reconstruction power of the AE resulting in poor reconstruc-
tion of even the normal events during testing.

To alleviate this issue, [4, 5] utilised data-heuristic based
PAs built on strong assumptions to limit the reconstruction
capacity of the AE. Patch-based PAs were generated by
inserting a patch from an intruding dataset (CIFAR-100) into
the normal data by using techniques such as SmoothMixS
[38]. For modeling motion-specific anomalous events, PAs
were generated by skipping frames with different strides to
induce temporal irregularity. The training configuration was
set up to minimise the reconstruction loss of the AE with
respect to the normal data only. PAs can be interpreted as a
type of data-augmentation [6, 37], where instead of creating
more data of the same distribution, pseudo-anomalous data
is created that belongs to a near-distribution i.e. between
the normal and anomaly distributions. [76, 104] adopted
adversarial training to generate augmented inputs, which
were also effective as an adversarial example for the model.

Our method falls into the category of restricting the re-
construction capability of an AE. Inspired by the method
introduced in [4], we propose a novel technique for simu-
lation of generic spatio-temporal PAs without making bold
assumptions about dataset specific anomalies.

2.2. Generative Modeling

Generative models have been used to generate out of distribu-
tion (OOD) data for various applications in semi-supervised
learning (Bad GAN [9], Margin GAN [14]), anomaly detec-
tion (Fence GAN [56]), OOD detection (BDSG [11, 18]),
medical anomaly detection [83] and novelty detection [55].
However, such methods mostly work with low dimensional
data and are not suitable for generating OOD data for VAD.
OGNet [96, 99] and G2D [60] exploit a GAN-based gener-
ator and discriminator for VAD. During the first phase of
training, a pre-trained state of the generator is used to cre-
ate PAs while in the second phase, binary classification is
performed to distinguish between normal and PAs samples.

Several VAD works have exploited DMs though their spe-
cific methodologies and goals vary. [77, 78, 90] focus on
reconstruction and prediction of spatio-temporal and com-
pact motion features extracted from 3D-ResNet/3D-ResNext
based encoders using an end-to-end trainable DM. We de-
sign our model from the perspective of generating generic
spatio-temporal PAs where a generative model (pre-trained

LDM) is availed to generate spatial PAs while the mixup
method is exploited to create temporal PAs from optical flow.

2.3. Other VAD Methods

Non-Reconstruction Based Methods: Various non-
reconstruction based methods have also been proposed
which derive their anomaly scores from various different
indicators of anomaly in addition to reconstruction loss. The
work presented in [44] utilised a future frame prediction
task for VAD and estimated optical flow and gradient loss as
supplementary cues for anomalous behaviour. [21, 31] per-
formed object detection as a pre-processing step under the
assumption that anomalous events are always object-centric.
Several other works added optical flow components [35, 41]
to detect anomalous motion patterns and a binary classifier
[60, 96] to estimate anomaly scores. In our work, we also
use a segmentation mask and optical flow to generate corre-
sponding spatial and temporal PAs during the training phase.
However during inference we do not carry out any object
detection and perform anomaly detection solely based on
reconstruction of whole images and optical flow.
Non-OCC methods: [21] introduced a self-supervised
method where different pretext tasks such as arrow of
time, middle-box prediction, irregular motion discrimina-
tion and knowledge distillation were jointly optimised for
VAD. [81] adopted a self-supervised single pre-text task
of solving decoupled temporal and spatial jigsaw puzzles
Several works have also addressed the VAD problem as a
weakly supervised problem through multiple instance learn-
ing [72, 85, 102, 108]. Unsupervised VAD methods involve
the cooperation of two networks through an iterative pro-
cess for pseudo-label generation [43, 58, 97, 98, 100, 101].
Zero-shot VAD was introduced in [3] where a model was
trained on the source domain to detect anomalies in a tar-
get domain without any domain adaptation. USTN-DSC
[92] a proposed video event restoration framework for VAD
while EVAL [68] presented a technique for video anomaly
localisation allowing for human interpretable explanations.

3. Method
3.1. Preliminaries

Latent Diffusion Models (LDMs): Diffusion Probabilistic
Models (DMs) [29, 70, 71] are a class of probabilistic genera-
tive models that are designed for learning a data distribution
pdata(x). DMs iteratively denoise a normally distributed
variable by learning the reverse process of a fixed Markov
Chain of length T through a denoising score matching objec-
tive [71] given by:

Ex∼pdata,τ∼pτ ,ϵ∼N (0,I)[||y − fθ(xτ ; c, τ)||22], (1)

where x ∼ pdata, the diffused input can be constructed by
xτ = ατx + στ ϵ, ϵ ∼ N (0, I) and is fed into a denoiser
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Figure 2. Visualisation of spatial and temporal PAs, using segmen-
tation masks. This approach also works with random masks.

model fθ, (στ , ατ ) denotes the noise schedule parameterised
by diffusion-time τ , pτ is a uniform distribution over τ , c
denotes conditioning information and the target vector y is
either the random noise ϵ or v = ατ ϵ− στx. The forward
diffusion process corresponds to gradual addition of the
gaussian noise to x such that the logarithmic signal-to-noise
ratio λτ = log(α2

τ/σ
2
τ ) monotonically decreases.

LDMs [66] were proposed to make standard DMs effi-
cient by training a VQGAN [19] based model to project input
images i.e. x ∼ pdata into a spatially lower dimensional la-
tent space of reduced complexity and then reconstructing the
actual input with high accuracy. In particular, a regularised
AE [66] is used to reconstruct the input x such that the re-
construction is given by : x̂ = fde ◦ fen(x)1 ≈ x, where fen
and fde denotes encoder and decoder respectively. Further-
more an adversarial objective is added using a patch-based
discriminator [33] to ensure photorealistic reconstruction.
DM is then trained in the latent space by replacing x with
its latent representation z = fen(x) in eq. (1). This leads to
reduction in number of learnable parameters and memory.

3.2. Generating Spatial-PAs

Real world anomalies are highly context specific without hav-
ing a ubiquitous definition. Ramachandra et al. [63] loosely
define them as, the “occurrence of unusual appearance and
motion attributes or the occurrence of usual appearance and
motion attributes at an unusual locations or times”. Exam-
ples of such cases include: an abandoned object in a crowded
area or suspicious behaviour of an individual. We address
this notion of occurrence of unusual appearance attributes
through generation of spatial PAs.

1◦ : denotes function composition

Since LDMs achieve state-of-the-art performance on the
image inpainting task, they can be exploited as a spatial PAs
generator. In particular, we hypothesise that an off-the-shelf
pre-trained LDM model [66] without any finetuning on VAD
datasets can inpaint the image with enough spatial distortion
that can serve as spatially pseudo-anomalous samples for
training a VAD model. We follow the mask generation
strategy proposed in LAMA [74] to generate both randomly
shaped and object segmentation masks m. We concatenate
image x, masked image x ⊙ m 2 and mask m over the
channel dimension and give this 7 channel input to UNet [67].
We denote the normal data samples as x unless otherwise
explicitly stated. The spatial PAs Ps(x) is given by:

Ps(x) = Fs(stack(x,x⊙m,m); θ), (2)

where Fs is the inpainting model that uses latent diffusion
with pre-trained model parameters θ. Some examples of the
spatial PAs are shown in Figure 2. We avoid regress tuning
of LDM hyperparameters due to limited available compute.

3.3. Generating Temporal-PAs

We address the notion of unusual motion occurrences (such
as person falling to ground) through the generation of tem-
poral PAs. Various video diffusion models [27, 30, 79] have
been proposed, which can be exploited to induce tempo-
ral irregularity in the video. However due to limited com-
putational resources, we introduce a simple but effective
strategy for the generation of temporal PAs by applying a
vicinal risk minimisation technique mixup [103] to the op-
tical flow of the normal videos. More specifically, given
a normal video v, its frame xt, and its corresponding seg-
mentation mask mt and another consecutive frame x(t+1),
we compute the optical flow ϕ(xt,x(t+1)) using the TVL1
alogrithm [95]. For simplification, we use ϕ as an alias to
represent ϕ(xt,x(t+1)). Let us consider a rectangular patch
p′ in ϕ corresponding to the mask mt in the frame xt with
dimensions µh and µw. In order to perturb the optical flow ϕ,
we take another rectangular patch pr

′ at a random location
in ϕ with the same dimensions as p′ and apply mixup to
yield p̂, which is a convex combination of p′ and pr

′ given
by : p̂ = λp′ + (1 − λ)pr

′, where λ is sampled from a
beta distribution with α = 0.4 as in [103]. We denote the
temporal PAs as Pt(x) given by:

Pt(x) = Ft(ϕ(xt,x(t+1))), (3)

where Ft is the temporal PAs generator. Some examples of
temporal PAs are depicted in Figure 2. It is important to note
that our PAs generation method does not explicitly require
segmentation masks, it can also generate PAs using random
masks. Since segmentation masks carry semantic meaning,

2⊙ : denotes point-wise multiplication
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using them enables generation of more semantically infor-
mative PAs as further validated by our experiments.

3.4. Reconstruction Model

During training regardless of the input (I) i.e normal (x/ϕ) or
PAs (Ps(x)/Pt(x)), the network is forced to reconstruct only
the normal input using a 3D-CNN (Convolutional Neural
Network) based AE model adapted from the convolution-
deconvolution network proposed by [23] (Table 2 in supple-
mentary material (supp.)).

We train two different AEs with the aim of limiting their
reconstruction capacity by exposing them to spatial and tem-
poral PAs. We represent the spatial (temporal) AE by As(At)
with As

e(At
e) and As

de(At
de) denoting its encoder and decoder

respectively. The reconstruction output of As is given by :
x̂ = As

de ◦ As
e (x) while the reconstruction output of At is

computed by : ϕ̂ = At
de◦At

e(ϕ). In order to train As and At,
PAs (Ps(x) or Pt(x)) are given as respective inputs with a
probability ps (or pt) while the normal data is provided as
input with probability of (1 − ps) (or (1 − pt)). ps (or pt)
is a hyperparameter to control the ratio of PAs to normal
samples. Overall, the loss for As and At is calculated as:

LA(s) =
1

Π

{
||x̂− x||22 if I = x

||P̂s(x)− x||22 if I = Ps(x),
(4)

LA(t) =
1

Π

{
||ϕ̂− ϕ||22 if I = ϕ

||P̂t(x)− ϕ||22 if I = Pt(x),
(5)

where 1/Π is normalisation factor, Π = T ×C×H×W and
||.||2 is the L2 norm, where T , C,H and W are the number
of frames, channels, height, and width of frames in the input
sequence (I), respectively. The design of As(At) is pur-
posefully chosen to be simplistic (3D-CNN) instead of com-
plex models (vision transformers [17], 3D ResNets/ResNexts
[25, 86]) to explore the degree to which the results can be
enhanced by incorporating simple methods.

3.5. Estimating Semantic Inconsistency

While measuring the spatial reconstruction quality and tem-
poral irregularity between normal and anomalous data is
essential for real-world VAD, it is also crucial to learn and
estimate the semantic inconsistency (degree of misalignment
of semantic visual patterns and cues) between normal and
anomalous samples (e.g. abnormal object in the crowded
scene). In practice, to emulate this idea in our approach,
we extract frame-level semantically rich features from the
ViFi-CLIP [64] model (pre-trained on Kinetics-400 [36]) and
perform binary classification between normal data samples
x and spatial pseudo-anomalies Ps(x) using a discriminator
D, (Table 1 in supp.), which can be viewed as an auxiliary

component to AEs. Intuitively, it is highly likely that latent
space representation of PAs will be semantically inconsistent
to the normal scenarios.

4. Experimental Setup
4.1. Implementation Details

a). Training Spatial (As) and Temporal (At) AE’s: We
closely follow the training procedure described in [4] to train
As and At. The architecture of As and At is adapted from
[23], however instead of relying on single channel image
as input we use all 3 channels. As and At were trained on
respective datasets from scratch with the objective defined in
eq. 4 and eq. 5 respectively on 2 NVIDIA GeForce 2080 Ti
GPUs with effective batch size (B) of 24 distributed across
the GPUs (12 each). The input to As and At is of size
(B × T × 3× 256× 256), where T = 16. The spatial and
temporal PAs were sampled by probability ps = 0.4 and
pt = 0.5 respectively. As is trained with Adam optimiser
for 25 epochs with a learning rate of 1e−4. During training,
the reconstruction loss is calculated across all 16 frames
of the sequence. The training of the At follows a similar
procedure, however the input to the model is the optical flow
representing normal events i.e ϕ and temporal PAs Pt(x).
b). Training the Discriminator (D): During the training
phase, the input to D has a batch size of 16 and feature dimen-
sion of 512. The model was trained using a SGD optimiser
with a learning rate of 0.02, momentum of 0.9 and weight
decay of 10−3 for 20 epochs. The groundtruth for normal
and PAs samples are given labels 0 and 1 respectively. See
section 2 (supp.) for ViFi-CLIP [64] feature extraction and
additional details. Figure 1 depicts the complete pipeline.

4.2. Inference

During inference (Figure 2 in supp.), our goal is to tempo-
rally localise the anomaly by measuring all three types of
anomaly indicators of all frames in the test video in the given
dataset i.e reconstruction quality, temporal irregularity and
semantic inconsistency. Therefore, our anomaly score holis-
tically combines these aspects to gain deeper insights into
real-world anomalies in videos.

In order to measure the reconstruction quality, we follow
the recent works of [12, 44, 59], which utilise normalised
Peak Signal to Noise Ratio Pt (PSNR) between the test
input frame at time t and its reconstruction from As to cal-
culate the anomaly score ω

(t)
1 . The input to As is given in

a non-overlapping sliding window fashion with dimensions
1×16×3×256×256, where batch size is 1 and 16 (window
size) represents number of frames. At test time, only the
9th frame of a sequence is considered for anomaly score
calculation as in [4]. For measuring temporal irregularity,
a similar strategy is followed as for frames but instead of
measuring the PSNR, the normalised L2 loss (denoted by
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Table 1. Micro AUC score comparison between our approach and state-of-the-art methods on test split of Ped2 [42], Avenue (Ave) [47] and
ShanghaiTech (Sh) [53]. Best and second best performances are highlighted as bold and underlined, in each category and dataset.

Methods Ped2 [42] Ave [47] Sh [53]

M
is

ce
lla

ne
ou

s

OLED [34] 99.02% - -
AbnormalGAN [65] 93.50% - -
Smeureanu et al. [69] - 84.60% -
AMDN [88, 89] 90.80% - -
STAN [39] 96.50% 87.20% -
MC2ST [45] 87.50% 84.40% -
Ionescu et al. [32] - 88.90% -
BMAN [40] 96.60% 90.00% 76.20%
AMC [57] 96.20% 86.90% -
Vu et al. [80] 99.21% 71.54% -
DeepOC [84] - 86.60% -
TAM-Net [35] 98.10% 78.30% -
LSA [1] 95.40% - 72.50%
Ramachandra et al. [62] 94.00% 87.20% -
Tang et al. [75] 96.30% 85.10% 73.00%
Wang et al. [82] - 87.00% 79.30%
OGNet [96] 98.10% - -
Conv-VRNN [48] 96.06% 85.78% -
Chang et al. [8] 96.50% 86.00% 73.30%
USTN-DSC [92] 98.10% 89.90% 73.8%
EVAL [68] - 86.06% 76.63%

O
bj

ec
t-

ce
nt

ri
c MT-FRCN [28] 92.20% - -

Ionescu et al. [31] 3 94.30% 87.40% 78.70%
Doshi and Yilmaz [15, 16] 97.80% 86.40% 71.62%
Sun et al. [73] - 89.60% 74.70%
VEC [94] 97.30% 90.20% 74.80%
Georgescu et al. [22] 98.70% 92.30% 82.70%

Methods Ped2 [42] Ave [47] Sh [53]

N
on

de
ep

le
ar

ni
ng

MDT [54] 82.90% - -
Lu et al. [47] - 80.90% -
AMDN [89] 90.80% - -
Del Giorno et al. [10] - 78.30% -
LSHF [105] 91.00% - -
Xu et al. [87] 88.20% - -
Ramachandra and Jones [61] 88.30% 72.00% -

Pr
ed

ic
tio

n

Frame-Pred [44] 95.40% 85.10% 72.80%
Dong et al. [13] 95.60% 84.90% 73.70%
Lu et al. [49] 96.20% 85.80% 77.90%
MNAD-Pred [59] 97.00% 88.50% 70.50%
AnoPCN [93] 96.80% 86.20% 73.60%
AMMC-Net [7] 96.90% 86.60% 73.70%
DLAN-AC [91] 97.60% 89.90% 74.70%

R
ec

on
st

ru
ct

io
n

AE-Conv2D [26] 90.00% 70.20% 60.85%
AE-Conv3D [107] 91.20% 71.10% -
AE-ConvLSTM [52] 88.10% 77.00% -
TSC [53] 91.03% 80.56% 67.94%
StackRNN [53] 92.21% 81.71% 68.00%
MemAE [24] 94.10% 83.30% 71.20%
MNAD-Recon [59] 90.20% 82.80% 69.80%
Baseline (without PAs) 92.49% 81.47% 71.28%
STEAL Net [5] 98.40% 87.10% 73.70%
LNTRA Astrid et al. [4] - Patch based 94.77% 84.91% 72.46%
LNTRA Astrid et al. [4] - Skip-frame based 96.50% 84.67% 75.97%
Ours w/o D 93.52% 86.51% 71.76%
Ours w/ D 93.53% 86.61% 71.65%

ω
(t)
2 ) is computed between the input test ϕ at time t and its

reconstruction from At. For measuring semantic inconsis-
tency, the sequence of input frames is fed into D in a sliding
window fashion (window size = 16). We compute the output
probability of a frame at time t to be anomalous from its
ViFi-CLIP feature representation and denote it by ω

(t)
3 . The

aggregate anomaly score is given by the weighted average:

ω(t)
agg =

{
η1ω

(t)
1 + η2ω

(t)
2 + η3ω

(t)
3 , w/ D

η1ω
(t)
1 + η2ω

(t)
2 , w/o D; (η3 = 0)

(6)
where η1, η2, η3 are tuned for every dataset. (Refer to section
3 in supp. material for further details)

4.3. Results

We performed extensive and exhaustive quantitative and
qualitative assessments on four datasets namely Ped2 [42],
Avenue [47], ShanghaiTech [53] and UBnormal [2].
Baselines: We compare our results with memory based
AE [24, 59] and other reconstruction based method trained
with pseudo-anomalous samples created using other simu-
lation techniques [4, 5]. The network trained without any
PAs is represented as the standard baseline. The model de-
sign of the AE is fixed across all the experimental settings.
Object-level information is only considered for perturbing
the normal data during training while at inference we evalu-
ate results strictly based on reconstruction and classification

Table 2. Micro AUC score comparison between our approach and
existing state-of-the-art methods on val split of UBnormal [2].

Reconstruction Methods UBnormal [2]
Baseline (without PAs) 54.06 %
LNTRA Astrid et al. [4] - Patch based 57.09 %
LNTRA Astrid et al. [4] - Skip-frame based 55.48 %
Ours w/o D 57.53 %
Ours w/ D 57.98 %

outputs i.e. without any object detection. Hence our method
is not directly comparable to object-centric methods.
1. Quantitative Assessment: In Table 1, we report micro
AUC comparisons of overall scores of our model and existing
SOTA methods on test sets of Ped2, Avenue and Shanghai
datasets. We follow the same practice as in [4] of dividing
the SOTA methods into 5 categories.

Our method is closest to reconstruction based meth-
ods though we also avail the discriminator D as the aux-
iliary component to learn the distance between normal
data distribution and PAs distribution. For clarity, we pro-
vide results with and without D for all the datasets. Com-
pared to memory-based networks, our unified framework
trained on synthetically generated spatio-temporal PAs out-
performs MemAE [24] and MNAD-Reconstruction [59] on
Avenue and Shanghai while on Ped2 surpasses MNAD-
Reconstruction and achieves comparable performance as
MemAE. We also compare our results with other PAs gen-
erator methods such as STEAL Net [5] and LNTRA [4].
We observe that on the Avenue dataset our model outper-
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Figure 3. Qualitative Assessment : Visualisation of anomaly score over time for sample videos in Avenue (left) and ShanghaiTech (right).
Compared with other PAs generator and reconstruction based methods in LNTRA [4] - patch and skip-frame based.

forms LNTRA (patch, skip-frame based) though marginally
lags behind STEAL-Net whereas STEAL-Net and LNTRA
achieve better performance than our model on Ped2 and
Shanghai dataset. However such methods generate PAs un-
der bold assumptions and inductive biases which may cause
them to fail in particular cases. We report such cases in
the Ablation study (Figure 4). In Table 3 we show that the
transfer performance of our model is comparable with other
PAs generation methods (see section 4.4). We do employ
optical flow like other methods (Frame-Pred [44]) and ob-
serve that our results outperform Frame-Pred on the Avenue,
achieve comparable performance on ShanghaiTech and are
marginally less on Ped2.

In Table 2, we show a comparison between baseline, [4]
and our approach on the validation set of the UBnormal
dataset by training only on the normal videos in the train split.
This is done to ensure consistency in evaluation under the
OCC setting (refer to section 1 in supp for data-split details).
The training and evaluation for baseline and LNTRA (patch,
skip-frame) based methods on UBnormal was performed us-
ing scripts provided by the authors of LNTRA4. We observe
that our method outperforms baseline and LNTRA achieving
micro AUC score of 57.98% and implying that our PAs are
generic and applicable for more diverse anomalous scenarios.
Both in Table 1, 2 we notice that the effect of adding D is
minimal, which validates the intuition that VAD cannot be
directly addressed as a classification problem.

Table 1, 2 show that no single reconstruction-based
method excels on all datasets. This is because anomalies
are context-dependent. Different methods have inductive
biases that work for specific datasets but not others. Our
work provides a generic solution towards generating PAs
without making bold assumptions about dataset’s anomalies.
2. Qualitative Assessment: We conduct qualitative analysis
of the anomaly score over time for sample videos in Avenue,
Shanghai (Figure 3) and Ped2, UBnormal (Figure 3 in supp).
We also compare our model’s anomaly score over time with
those obtained from LNTRA (skip-frame, patch-based). It

4https://github.com/aseuteurideu/LearningNotToReconstructAnomalies

can be concluded that on the Avenue and Ped2 datasets, our
method detects anomalies fairly well and performance is
equivalent with LNTRA models. Though there exist certain
failure cases in the Shanghai and UBnormal datasets which
occur due to anomalies occurring due to abnormal interaction
between two objects i.e. fighting between two individuals
in Shanghai and accident with a bike in UBnormal. Though
our PAs generator is generic, end-to-end finetuning is further
needed to emulate such complex real-world anomalies.

4.4. Ablation Studies

1: How transferable are PAs? We also examine how
well PAs transfer across various VAD datasets. We use
our pre-trained model on UBnormal dataset, which contains
a wide range of anomalies and backgrounds, making it suit-
able for transferability. We tested the model on rest of the
datasets without fine-tuning. Our results in Table 3 show that
our model outperforms the patch-based method on all other
datasets while achieves competitive performance compared
to the skip-frame based method. This provides an interesting
insight that our PAs are generic and transferable.

Table 3. Transfer Performance : micro-AUC scores.

Method Ped2 Avenue Shanghai
Patch [4] 78.80 % 43.94 % 61.57 %
Skip-Frame [4] 85.21 % 83.82 % 70.52 %
Ours w/ D 85.37 % 83.50 % 70.07 %

2: How to interpret PAs? In Figure 4, we compare error
heatmaps generated using a model trained with patch and
skip-frame based PAs and with our spatial-PAs on all the
respective datasets. Since skip-frame and patch based PAs
carry strong assumptions, they tend to have problems detect-
ing complicated real-world anomalies in ShanghaiTech such
as a baby carriage (anomalous object) whereas our model
trained with spatial-PAs yields high error for such cases. Fur-
thermore, our PAs also give strong results on the synthetic
dataset UBnormal, where patch and skip-frame based PAs
fail to detect complex violent scenes as temporal irregularity
induced through skip-frames is not generic. However, even
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Figure 4. Visualisation of error heatmap for sample videos. Compared with other PAs generator methods in LNTRA [4].

Table 4. Effect of Random and Segmentation masks on micro-AUC
scores, using the output of As when trained with ps = 0.4.

Mask Type Ped2 Avenue
Random Mask 91.18 % 83.13 %

Segmentation Mask 92.71 % 84.51 %

our spatial-PAs, which are not explicitly trained to detect
temporal anomalies are able to determine such real-world
anomalies. On Avenue and Ped2 datasets, our model yields
comparable error to patch based PAs for an anomalous ac-
tivity however we observe that skip-frame based PAs overly
estimates the reconstruction error for the same. Intuitively
this indicates that even though skip-frame performs reason-
ably well on benchmark datasets but it is susceptible to am-
plification of the error. An explanation for this phenomena
could be due to underlying strong assumption of skipping
frames based on a specific stride value to model temporal
irregularity. These observations validate that our PAs are
generalised and enable understanding of which real-world
anomalies can be detected using which type of PAs.
3: Random vs Segmentation masks: Table 4 shows the
effect of using random and segmentation masks for generat-
ing spatial PAs. We observe that using a segmentation mask
gives better AUC score on Ped2 and Avenue dataset, which
is intuitively justified as segmentation masks contain more
semantic information. Despite this, our method is flexible in
terms of type of mask chosen.

5. Conclusions and Discussion
In this paper we presented a novel and generic spatio-
temporal PAs generator vital for VAD tasks without incor-

porating strong inductive biases. We achieve this by adding
perturbation in the frames of normal videos by inpainting a
masked out region using a pre-trained LDM and by distorting
optical flow by applying mixup-like augmentation (Figure 2).
We also introduced a simple unified VAD framework that
learns three types of anomaly indicators i.e. reconstruction
quality, temporal irregularity and semantic inconsistency in
an OCC setting (Figure 1). Extensive evaluation shows that
our framework though not objectively SOTA but achieves
comparable performance to other SOTA reconstruction meth-
ods and PA generators with predefined assumptions across
multiple datasets (Table 1, 2) without any end-to-end finetun-
ing or any post-processing. This indicates the effectiveness,
generalisation and transferability of our PAs.

However, there are limitations with this work. First, our
model was not trained in an end-to-end fashion and doesn’t
avail more powerful architectures (vision transformers or
3D-ResNets) due to limited computational resources, which
might boost the performance. It will also be interesting to
make this setting adaptive by learning a policy network to
select which anomaly indicator among poor reconstruction
quality, temporal irregularity and semantic inconsistency
contributes more towards detection of real-world anomalies.
Second, the notion of generating latent space PAs for VAD
through LDMs or manifold mixup remains to be investigated.
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