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Abstract

Detecting anomalies in images has become a well-
explored problem in both academia and industry. State-
of-the-art algorithms are able to detect defects in increas-
ingly difficult settings and data modalities. However, most
current methods are not suited to address 3D objects cap-
tured from differing poses. While solutions using Neural
Radiance Fields (NeRFs) have been proposed, they suf-
fer from excessive computation requirements, which hinder
real-world usability. For this reason, we propose the novel
3D Gaussian splatting-based framework SplatPose which,
given multi-view images of a 3D object, accurately esti-
mates the pose of unseen views in a differentiable manner,
and detects anomalies in them. We achieve state-of-the-art
results in both training and inference speed, and detection
performance, even when using less training data than com-
peting methods. We thoroughly evaluate our framework us-
ing the recently proposed Pose-agnostic Anomaly Detection
benchmark and its multi-pose anomaly detection (MAD)
data set.

1. Introduction

In the industrial manufacturing of products, small errors and
slight deviations from the norm inevitably lead to some de-
fective products. To ensure both quality and effectiveness
of the production process, the detection of defects or ir-
regularities becomes necessary. Traditionally, this is done
by a human supervisor trained in recognizing the special
kinds of defects that may appear. In most cases, this is far
more costly and prone to human error than fully automated
solutions. Data of different kinds of defects are however
scarcely available. This unavailability of anomalous sam-
ples leads standard classification approaches to underper-
form in these settings. More recently anomaly detection
algorithms have shifted to train on normal data only [2],
which is usually more widely available.

While state-of-the-art methods already perform very
well on image data [2, 30], more challenging benchmarks
have emerged [4, 5], with some including pose informa-
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Figure 1. Example of SplatPose. A cloud representation is built
from multi-view training images. During inference, query images
with unknown poses are aligned and an anomaly map localizes
their defects within the 3D object, irrespective of pose.

tion [47]. For this exact task, the MAD data set has been
proposed [47], consisting of different views of 20 custom-
built LEGO® figures and including anomalies such as miss-
ing bricks, discolorations, and artifacts caused by excess
material. As standard anomaly detection approaches do not
differentiate between poses, they underperform heavily in
this setting [47]. In practice, objects in production may
be randomly placed or rotated, while cameras are not ad-
justable as freely. This makes the MAD data set a good
benchmark for the anomaly detection community to verify
the robustness of their methods.

OmniposeAD has been proposed in conjunction with the
MAD data set. It captures the anomaly-free volume density
within a NeRF and aligns test images with unknown poses
using the iNeRF framework [21, 47]. Despite working in
principle, the high computational costs make it impractical
for real-world usage. Also, NeRFs are known to struggle in
sparse-view settings [25], limiting their applicability.

Recent progress on novel-view synthesis using 3D Gaus-
sian Splatting (3DGS) showed that the volume density of
complex three-dimensional objects can be encoded into a
cloud of three-dimensional Gaussians using multi-view im-
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ages and their respective camera poses [17]. Advances in

this field enabled practitioners to generate realistic unseen

views of complex objects while still achieving high frame

rates suitable for real-time execution [17].

In this work, we propose SplatPose to tackle 3D pose-
agnostic anomaly detection using 3DGS. The explicit 3D
point cloud representation combined with the efficient ras-
terization results in up to 55 times faster training and 13
times faster inference times than other top competitors. We
apply transformations to the 3D point cloud to perform
pose estimation in a differentiable manner, letting us ren-
der defect-free images of arbitrary pose. Irrespective of a
query object’s pose, anomalies can be detected by matching
features between the aligned rendering and query image, as
shown in Fig. 1. SplatPose improves the anomaly detec-
tion performance on MAD, reaching a new state-of-the-art
in both detection and segmentation. Even when using only
60% of training data, we are able to outperform all other
methods, while they utilize the entire training set. Our con-
tributions may be summarized as follows:

* We propose SplatPose for pose-agnostic anomaly detec-
tion, using 3D Gaussian Splatting to perform pose esti-
mation in a differentiable manner.

* We achieve new state-of-the-art results on pose-agnostic
anomaly detection.

* The proposed method is significantly more resource-
efficient, both in terms of speed and required data, than
other top competitors.

* Code is available on GitHub'.

2. Related Work

As this paper deals with performing anomaly detection on
multi-view images using novel-view synthesis techniques,
a rough overview is given for both fields.

2.1. Industrial Anomaly Detection

In semi-supervised anomaly detection, also known as one-
class classification or novelty detection, the task is to differ-
entiate between anomalous and normal samples, while only
learning from normal samples.

One line of work uses generative models like genera-
tive adversarial networks (GANSs) or Autoencoders, which,
when trained only on normal data, fail to reconstruct
anomalous regions, thus enabling anomaly detection [2,
26, 34]. Another line of work tries to model the prob-
lem using density estimation, by assigning high likelihoods
to the normal samples they are trained on, while anoma-
lies receive much lower likelihoods. Leveraging complex
pre-trained feature embeddings, and assuming them to be
distributed as multivariate Gaussians, the Mahalanobis dis-
tance has been used for this density estimation [7, 28]. In

https://github.com/m-kruse98/SplatPose

order to forego this distributional assumption, normalizing
flows have been used, as they can map an arbitrarily com-
plex feature distribution into a tractable Gaussian distribu-
tion [10, 29, 31, 32]. A proxy for the density can also
be constructed with the nearest-neighbor distance, which
is measured between a test sample and all normal features
gathered from the training set and saved within a memory
bank [6, 19, 30, 41]. Many of these methods need to choose
meaningful features from pre-trained networks, which in it-
self is not trivial [13]. Student-Teacher architectures have
also seen success [3, 8, 33, 40], as the student only learns to
mimic the teacher on normal data and the regression error is
also used as a proxy for density. Lastly, anomaly detection
can also be learned by constructing synthetic anomalies and
casting the problem into a supervised classification prob-
lem [20, 22, 46]. However, synthetic anomalies introduce a
bias that may cause detection to fail on unseen anomalies.

With current methods excelling at detecting anomalies
in high-quality images, anomaly detection data sets have
shifted their attention to more difficult problems [4, 5]. The
MAD data set serves as another example of this, as images
no longer constrain themselves to fixed viewpoints, making
reasoning about the object’s pose crucial [47].

2.2. Novel-View Synthesis

In computer vision, 3D reconstruction is the task of esti-
mating the three-dimensional representation of an object or
a scene given several 2D images [11]. More specifically,
one may want to recover the camera parameters, their poses
and a sparse (or dense) 3D scene geometry, i.e. in the
form of a 3D point cloud or mesh structures. Traditionally,
structure-from-motion (SfM) algorithms have been exten-
sively studied in the literature [35, 37] for extracting precise
camera poses and coarse 3D representations of increasingly
complex scenes. These mostly leverage feature-matching
techniques and geometric constraints between neighboring
views. With the results from SfM as input, more dense and
precise 3D models of the object are generated using multi-
view stereo (MVS) pipelines [36]. Novel views can then be
extracted from these representations.

More recently, research on learning-based novel-view
synthesis has increased in exposure, due to the improve-
ments in neural rendering techniques such as NeRFs [24],
which encode the volumetric density within the weights of
a multilayer perceptron (MLP). Other approaches, namely
3DGS [17], encode the scene as a 3D point cloud of 3D
Gaussian distributions, and have achieved similar photo-
realistic view synthesis of increasingly bigger and more
complex scenes while yielding a more explicit scene repre-
sentation. These methods raised the state-of-the-art in view
synthesis and spawned lots of follow-up research [1, 21, 25,
27, 44, 45]. Since they are crucial to our method, we will
explain them in more detail in the following sections.
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2.2.1 NeRF and iNeRF

Given a set of input views with corresponding camera
poses, NeRFs [24] optimize a MLP with parameters ©,
to represent a continuous volumetric scene function. This
function maps from 5D coordinates, containing the 3D spa-
tial location & and the 2D viewing direction d, to the emit-
ted color ¢ and volume density o, i.e. fo : (z,d) — (c,0).
In order to render a pixel, NeRFs march aray r (t) = o+td
from a starting point o in the direction d with ¢ € [t,,,t].
The color C(r) emitted by this ray is calculated as

"TW - o(r(t) - e(rt)y dydt, ()

tn

C(r)=

where .
T e (- | n a(r(s))ds @

accumulates the probability of a ray marching from ¢,, to ¢
without hitting another particle, and o () denotes the prob-
ability of a ray ending at a particle at location . To es-
timate this integral numerically, points are sampled along
these rays, and the MLP predicts color ¢ and density o, op-
timized via the photometric loss, i.e. the total squared error
between rendering and ground truth image.

Some of the downsides of NeRFs include their very high
computational costs with training times of several hours per
scene, and their performance problems in sparse-view set-
tings [24, 25]. Further improvements have been proposed
to address issues such as poor rendering quality [1, 25] or
high inference times [45], among others.

By being differentiable, NeRFs can be used for pose esti-
mation of novel views by “inverting” the trained NeRF fo,
spawning the iNeRF framework [21]. The unknown camera
pose T of an image I, is recovered by keeping O frozen and
optimizing the problem

T = argmin £ (T1,0), 3)
TESE(3)

where £ again measures the photometric loss between I and
the image rendered using the camera pose transformation
T, with T" sampled from the group of euclidean motions
SE(3). Both NeRF and iNeRFs are sensitive to hyperpa-
rameters to ensure convergence at a reasonable speed. The
computational intensity of iNeRF remains an open problem.

2.2.2 3D Gaussian Splatting

By encoding the scene using a 3D point cloud of Gaussians,
3DGS [17] is able to synthesize images of very high qual-
ity, while being efficient enough to render in real-time. Each
3D Gaussian in this point cloud is characterized by its center
position x4 and a covariance matrix X, which is constructed
using a scaling matrix S and a rotation matrix R, utilizing

the equation ¥ = RSSTRT. Further parameters include
an opacity factor o and a color component ¢, which is mod-
eled using spherical harmonics (SHs), that act as a view-
direction-dependent coloring of the Gaussian sphere.

Initially, given a set of multi-view images, their camera
poses and an initial point cloud are estimated using SfM
pipelines [35]. During optimization, novel views are re-
peatedly rendered using an efficient differentiable tile-based
rasterizer and compared to their ground truth image. Since
the rendering process is differentiable, the parameters of the
Gaussians can be optimized using the mean squared error as
well as the structural similarity index measure (SSIM) [42].

The rendering process is, just as with NeRFs, done along
rays analogously to Egs. (1) and (2). In the case for 3DGS,
the densities o and color values c are not sampled by query-
ing an MLP, but rather saved explicitly within the Gaus-
sian representations. Rasterization, efficient sorting and a-
blending Gaussians at the queried pixels enables fast and
high-quality image synthesis [17]. During optimization,
the cloud of Gaussians is controlled and optimized in an
adaptive rule-based manner. Some strategies include prun-
ing away any points with negligibly small opacity values,
proposing new points in sparsely populated areas, and split-
ting high-variance Gaussians into two of lower variance.

2.2.3 OmniposeAD

Since our work is inspired by OmniposeAD [47] (in this
paper shortened to OmniAD), we describe its pipeline in
the following. To become pose-agnostic, OmniAD trains
a NeRF, just as described by Mildenhall et al. [24], and
subsequently uses iNeRF to perform pose estimation.

The iNeRF framework relies on an initial pose, to start
optimization. In line with the author’s reference imple-
mentation, the “Local Feature Matching with Transformers
(LoFTR)” framework [38] is used to collect feature matches
between the test sample and every training sample. The
training sample with the most matches is chosen as the ini-
tial coarse pose. Afterward, pose estimation for OmniAD
follows the iNeRF [21] framework. Repeatedly rendering
images with a NeRF becomes a major bottleneck for fast
inference and computational requirements.

Lastly, with sufficiently good pose estimation, OmniAD
generates an image using the trained NeRF at the estimated
pose. As the NeRF is trained only on defect-free data, it
is void of any anomalies, apart from any NeRF-related ren-
dering mistakes. The synthesized image is then compared
to the original query sample, by gathering a pyramid of fea-
tures from a pre-trained neural network for both images and
calculating their mean squared error at every pixel. Aggre-
gating these pixel-wise score maps is done for image-wise
anomaly detection.
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3. Method

In the pose-agnostic anomaly detection setting, defect-free
multi-view images and their respective poses are provided
during training. At inference time, the task is to infer
whether a test sample contains any anomalies without hav-
ing access to its camera pose. We aim to solve this task us-
ing SplatPose, which is visualized in Fig. 2. We take inspi-
ration from the OmniAD pipeline as described in Sec. 2.2.3,
which solves the problem by coarsely estimating a test sam-
ple’s pose from all training examples and then refining it
with a previously optimized NeRF model.

Instead of using NeRFs, we resort to modeling the
defect-free objects with 3DGS and estimate a fine pose by
transforming the learned 3D point cloud to match a test im-
age.

3.1. Parametrizing Pose Transformations

In order to align our rendered image to the unknown pose
of a query image, we need to estimate its camera pose. In-
stead of transforming the camera pose directly, we keep the
camera fixed to its coarse estimate and transform the entire
scene, i.e. the entire 3D point cloud. This simulates camera
movement, allowing us to efficiently align the image ren-
dered by SplatPose to the query image.

Concretely, a transformation 7' € SFE(3) is applied to
the position of every Gaussian, as well as to their intrin-
sic rotation R. All possible transformations from the Eu-
clidean group SE(3) may be modeled using a screw axis
S = (w,v) € R® along which to rotate and a distance 6 € R
to translate along said axis [23]. According to Rodrigues’
formula for rotations [11, 23], sampling from the group of
3D rotations SO(3) is done by sampling such a scalar 6 and
a unit vector w € R3 and calculating

Rot(w,0) = el = I +sin 0 [w] + (1 — cos ) [w]”, (@)

where [w] is the skew-symmetric 3 x 3 matrix represen-
tation of w. The full transformation T € SE(3) is then
parametrized as

[w]®
T =80 = [e 0 G (16> U] , where 3)

G(0) =160+ (1 — cos0) [w] + (8 —sin6) [w]*,  (6)

which can be directly applied to our 3D point cloud [23].
Thereby, any gradients flowing to the 3D point cloud of
Gaussians can also be propagated back to the parametriza-
tion of our transformation 7", which is given by the param-
eters w,v € R and § € R.
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Figure 2. Overview of our pipeline. Multi-view training images
are represented in a 3D point cloud of Gaussians. The unknown
camera pose of a query image is first coarsely estimated and then
iteratively refined by applying a pose transformation on the 3D
point cloud before the differentiable renderer. The final anomaly-
free rendering is then compared to the original test image to per-
form pixel-wise comparison for anomaly detection.

3.2. Anomaly Detection with SplatPose

Since NeRFs are too resource-intensive for practical
use [24, 47], SplatPose uses 3DGS to encode the multi-view
images of the objects within a 3D point cloud of Gaussians.
Apart from following the standard representations proposed
by Kerbl et al. [17], the spherical harmonics, which repre-
sent the colors, are restricted to a degree of zero. This re-
striction still suffices for good image rendering while saving
compute power and keeping the color invariant to the rota-
tions that are applied during pose estimation.

With the ability to synthesize high-quality views of ar-
bitrary poses using our 3D point cloud, the pose of a test
query image I, still remains unknown. To recover an ini-
tial coarse pose, SplatPose sticks to OmniAD’s proposed
method using LoFTR, which also lets us better estimate the
impact of replacing both NeRFs and iNeRF with our 3DGS-
based framework.
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2D Image-based without Poses

<—3D Object-based —

Feature Emb. Memory Banks Student-Teacher Normal. Flow Synthetic View Synthesis
Category PaDiM Mahal. | CFA PatchCore | RD4AD AST STFPM | CFlow CS-Flow | SimpleNet DRZEM | OmniAD  SplatPose
(71 281 | [19] [30] [8] [33] [40] [10] [32] [22] [46] [47] (ours)
Gorilla 46.9 324 | 418 66.8 51.9 28.3 65.3 69.2 419 40.9 58.9 93.6 917+ 1.1
Unicorn 81.0 864 | 85.6 92.4 67.7 87.0 79.6 823 85.5 88.7 70.4 94.0 979 + 1.1
Mallard 14.8 89.1 | 36.6 59.3 54.4 48.6 422 74.9 36.8 43.4 345 84.7 974+05
Turtle 54.7 212 | 583 87.0 82.6 28.1 64.4 51.0 56.0 62.9 184 95.6 97.2 £ 0.7
Whale 75.7 350 | 717 86.0 64.1 26.6 64.1 57.0 47.4 78.5 65.8 82.5 954 +3.0
Bird 55.6 797 | 784 82.9 59.8 87.1 524 75.6 84.9 76.3 69.1 92.4 94.0 +£1.2
Owl 75.8 67.0 | 74.0 72.9 69.0 81.8 72.7 76.5 71.9 74.1 67.2 88.2 86.8 £0.9
Sabertooth | 65.4 758 | 64.2 76.6 69.9 82.2 56.0 71.3 73.9 69.6 68.6 95.7 952+1.5
Swan 59.7 70.5 | 66.7 75.2 60.5 83.0 53.6 67.4 65.9 66.2 59.7 86.5 93.0 £ 0.7
Sheep 69.1 82.0 | 86.5 89.4 71.7 96.0 56.5 80.9 84.5 81.1 59.5 90.1 96.7 £ 0.1
Pig 50.4 61.5 | 66.7 85.7 59.0 72.9 50.6 72.1 68.2 65.9 64.4 88.3 96.1 +£1.9
Zalika 39.0 63.0 | 52.1 68.2 49.1 68.1 53.7 66.9 479 62.4 51.7 88.2 89.9 +£0.7
Phoenix 61.1 63.7 | 65.9 71.4 62.0 74.8 56.7 64.4 63.7 62.5 53.1 82.3 84.2+03
Elephant 489 703 | 71.7 78.6 62.3 86.5 61.7 70.1 71.0 71.7 62.5 92.5 94.7 + 0.9
Parrot 539 64.1 69.8 78.0 47.8 76.0 61.1 67.9 59.4 66.2 62.3 97.0 96.1 £1.1
Cat 53.6 542 | 682 78.7 54.6 70.2 522 65.8 61.0 64.5 61.3 84.9 824+ 1.3
Scorpion 80.4 784 | 914 82.1 69.7 90.1 68.9 79.5 76.9 80.5 83.7 91.5 99.2 £ 0.1
Obesobeso | 68.8 69.7 80.6 89.5 71.6 86.3 60.8 80.0 774 81.0 73.9 97.1 95.7+£0.7
Bear 65.5 744 | 787 84.2 67.5 87.4 60.7 81.4 75.3 79.4 76.1 98.8 98.9 +0.2
Puppy 429 633 | 53.7 65.6 60.3 67.9 56.7 71.4 64.1 61.0 574 93.5 96.1 +0.9
mean | 582 651 |684 785 | 634 714 595 | 713 657 | 688 609 | 909  93.9+0.2

Table 1. AUROC (1) for image-level anomaly detection performance on MAD. We run our approach n = 5 times and report the standard
deviation and mark the best result per class in bold and the runner-up underlined.

With an initial coarse pose fixed, transformations 7'
from the group of 3D motions are sampled as described
in Sec. 3.1, and applied to each Gaussian in the 3D point
cloud. In each time step ¢, using the transformation 7},
a new sample I; is generated, which may be compared to
the query image I,. For this, we again stick to the original
3DGS framework and use the mean absolute error £; and
SSIM [42] to optimize the pose with the loss

L (1_)\)£1+)\(1_£SSI]VI)-

= (M)
In the standard 3DGS setting, the loss is propagated solely
back to the 3D point cloud. By modifying the cloud us-
ing our transformations 7', the gradients instead flow back
to the pose transformation sampler, making the entire pose
estimation process differentiable. Contrary to iNeRF, no
region-of-interest sampling is needed and the entire scene
can be used for optimization.

After k steps of pose estimation, a rendering I, which
has the same object pose as I, but without any anomalies,
is generated. Lastly, similar to OmniAD, an anomaly score
map is constructed by pixel-wise comparison of extracted
pre-trained features on both I, and Iy, again using the mean
squared error.

4. Experiments

We evaluate the anomaly detection, segmentation, and pose
estimation performance of SplatPose empirically on the re-
cently proposed pose-agnostic anomaly detection bench-
mark [47].

4.1. Evaluation Protocol

As is standard in anomaly detection settings, only anomaly-
free data is available at training time. For evaluation, both
defective and normal samples are given. The anomaly de-
tection performance is measured by producing an anomaly
score for each sample, separating normal data and anoma-
lies. We calculate the area under the ROC curve (AUROC)
using this score. Similarly, as ground truth masks of the
anomaly positions are available, the pixel-wise performance
can be evaluated by calculating the AUROC across all pix-
els. In practice, however, all kinds of anomalies should
be detected with equal importance regardless of their size.
To treat smaller anomalies with the same weight as larger
ones, AUPRO is a well-established metric [2]. It assigns the
same weight to each of the connected components within
the anomaly masks, making it more difficult to reach high
scores and we report it for all models reproduced by us.

4.2. Data Sets

We test our method on the Multi-pose Anomaly Detection
(MAD) data set proposed by Zhou et al. [47], which intro-
duced the challenge of performing pose-agnostic detection
in images. To this end, the MAD-Sim data set contains im-
ages of 20 different kinds of LEGO® toys of different com-
plexities in terms of shape and texture. All of these were
generated synthetically using Blender. At training time,
the camera poses for all images are given, whereas they
are not available at test time. A few examples of anoma-
lies can be found in Fig. 1. This benchmark is motivated
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Feat.Emb. | Memory banks Student-Teacher Normal. Flow Synthetic View Synthesis
Metric PaDiM CFA PatchCore | RDAAD AST STFPM | CFlow CS-Flow | SimpleNet DRZAM | OmniAD  SplatPose
[7] [19] [30] [8] [33] [40] [10] [32] [22 [46] [47] (ours)
AUROC (1) 90.7 89.4 74.9 91.3 68.1 89.3 90.8 71.7 89.7 58.0 984 99.5 + 0.01
AUPRO (1) 77.0 - 83.7 79.2 68.1 - 27.1 77.4 - 86.6 95.8 +0.03

Table 2. Results for anomaly segmentation averaged across all categories in MAD. We run our approach n = 5 times and mark the best
result in bold and the runner-up underlined. Comprehensive tables are in the supplementary in Sec. A.1.

by all major anomaly detection data sets featuring tightly
aligned poses, which may interfere with detecting partially
occluded anomalies on more complex-shaped objects.

To verify our pose estimation more thoroughly, we also
use the 360° synthetic scenes provided by NeRF [24], which
are already divided into train and test splits. These also con-
tain synthetically generated multi-view images but are not
constrained to simple LEGO® toys, as they also include
more complex objects with finer details.

In our experiments, we find that for both data sets, the
poses in the training split are uniformly distributed in a
sphere around the object. For MAD, the test poses are sam-
pled randomly within that sphere without any well-defined
distribution, signifying the need for the pose estimation to
be able to generalize to previously unseen poses. The test
poses in the NeRF data set follow the same uniform distri-
bution as the train set and instead describe one circular orbit
around the objects.

4.3. Implementation

We base our implementation on the reference given by Om-
niAD? [47]. Implementations for Gaussian Splatting are
taken from the original project by Kerbl et al.’[17], which
we modify to allow for the insertion of pose transformations
into the differentiable rendering process.

As for the modules replicated from OmniAD, coarse
pose estimation is done using a pre-trained LoFTR [38] with
a ResNet [12] backbone, while the image feature matching
is done using a pre-trained EfficientNet-b4 [39]. Both are
pre-trained on ImageNet [9]. All images are also resized to
400 x 400 pixels before processing.

We train our 3D Gaussian model for 30, 000 iterations
while keeping everything to the author-given hyperparame-
ters, except for the spherical harmonics [17]. The pose es-
timation is optimized using the Adam optimizer [18] with a
learning rate of 0.001 and momentum parameters 3; = 0.9
and B = 0.999. For the loss in Eq. (7), we use A = 0.2.
The pose estimation iterates for & = 175 steps, which we
find to yield good estimations while still allowing for quick
inference times.

Zhttps://github.com/EricLee0224/PAD
3https://github.com/graphdeco-inria/gaussian-
splatting
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Figure 3. Influence on all detection metrics and inference speed,
when changing the number of pose estimation steps k from 25
to 300, with the performance saturating around k£ = 175. Since
OmniAD has inference times magnitudes larger than SplatPose,
we do not include it in this experiment.

4.4. Anomaly Detection Results

Detailed results for image-wise anomaly detection on MAD
are given in Tab. 1. We have taken numbers for com-
petitors from Zhou et al. [47] and also reproduced addi-
tional state-of-the-art models ourselves. Our method confi-
dently reaches a new state-of-the-art performance of 93.9%,
which is three points higher than the next best competi-
tor OmniAD. It should also be noted, that all methods that
do not incorporate any pose information, i.e. the ones
not synthesis-based, lack behind heavily in performance,
with PatchCore [30] reaching the highest AUROC of only
78.5%. We observe, that SplatPose especially outperforms
OmniAD, whenever the pose estimation is more accurate.
This intuition will be verified quantitatively in Sec. 4.6.

We furthermore also evaluate the anomaly segmenta-
tion performance by looking at the pixel-wise AUROC and
AUPRO in Tab. 2. Again SplatPose clearly outperforms
all competitors with a pixel-wise AUROC of 99.5% and an
AUPRO of 95.8. Some qualitative intuition of the superior
performance of SplatPose will later be visualized in Fig. 5.

4.5. Computational Impact

One of the major shortcomings of our main competitor Om-
niAD is its high training and inference times, which we
overcome with our approach. Therefore, we evaluated train-
ing and inference times across our experiments in Tab. 3.
For a fair comparison, all experiments are executed on the
same machines, utilizing a single NVIDIA RTX 3090.
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Method .tralmng d 11'1ference d
(h:min:sec) 4 (minisec)  (Minisec).tsec)
OmniAD O4§33:43i04;52 01 :06i00
SplatPose 00:04:54_ .15 00:05.¢

Table 3. Both training and inference speed measured on the MAD
data set for OmniAD [47] and our approach. One standard devia-
tion is given across the 20 different classes. Best results in bold.

Since both our and the OmniAD pipeline perform the
same coarse pose estimation, we only measure the inference
times caused by the iterative fine pose estimation and the
subsequent feature matching. We closely match the com-
putational requirements reported by Zhou et al. for Om-
niAD [47]. As our approach takes far fewer optimization
steps both when training the cloud of Gaussians and when
fine-tuning the estimated pose, we can confidently beat their
computational requirements. In total, it results in roughly
55 times faster training and 13 times faster inference when
using our method. Furthermore, our 3DGS-based training
always converged to good solutions, while NeRF struggled
to converge in roughly 15% of training runs due to poor ray
sampling. SplatPose’s robustness and speed advantage al-
low for both quick prototyping and on-the-fly anomaly de-
tection in real production scenarios.

Furthermore, we run an ablation on the number of steps
used for pose estimation k in Fig. 3. Starting with k& = 25,
we observe an image-wise AUROC of 61% and inference
times of roughly one second. While inference time lin-
early increases with the number of steps, the detection per-
formance improves drastically and starts to saturate after
k = 175, which we suggest to be a good compromise be-
tween quick inference and precise detection. Higher values
of k do not substantially improve the performance, as the
pose is already very precisely estimated.

4.6. Pose Estimation Results

Despite the focus of our work being on anomaly detection,
we evaluate the pose estimation process more thoroughly
and compare the performance of our method and iNeRF.

As commonly done in pose estimation literature, we
compare the location of the object whose pose we estimate
(here the camera, as we only have access to ground truth
camera poses) to the ground truth position using the Eu-
clidean distance [14].

For the estimated rotation matrices, we first convert all
rotation matrices into their representation as unit quater-
nions. For two quaternions ¢; and ¢o, we can then quantify
the difference between two rotations, by measuring the ro-
tation needed to go from ¢; to ¢o, resulting in the formula

®(q1,g2) = 2arccos (|g1 - ¢2]) ®)

with - denoting the dot product of two vectors. ® defines a
metric on the group of 3D rotations SO(3) and takes values
in the ranges of [0, 7] with lower scores denoting a higher
similarity in rotation [15].

Ground Truth

Coarse Fine

Figure 4. Examples of pose estimation using SplatPose. Starting
from OmniAD’s coarse pose [47], we refine it to match the ground
truth. Examples are from MAD and the NeRF synthetic data.

A few estimated poses are visualized in Fig. 4. As no
true ground truth poses are available for the MAD data set,
we randomly split the training data set into a custom train-
ing and testing split to validate our methods. Quantitative
results of the experiments are presented in Tab. 4, with the
full table in the supplementary in Sec. A.2.

| Transl. Err. (total) | | Rot. Err. (rad) |
| MAD | MAD

Coarse [47] | 0.803 0.624 0.163 0.084
iNeRF [21] | 0.179 0.055 0.056 0.007
SplatPose | 0.094 0.021 0.040 0.003

Method

Synth Synth

Table 4. Pose Estimation Error measured as the Euclidean distance
for Translation and using ® from Eq. (8) for Rotation. Results
are averaged across the MAD data set [47] and NeRF synthetic
scenes [24]. Best results in bold.

We observe, that the coarse pose estimation step of
OmniAD is already able to achieve good baseline scores.
Still, both iNeRF and SplatPose can vastly outperform the
rough estimation, with us performing the best out of all ap-
proaches, despite using fewer optimization steps and very
short training times. According to the full results in the sup-
plements, we outperform iNeRF by several magnitudes in
most of the categories, with closer margins only occurring
in a few cases. We argue that this is caused by us being able
to optimize using the entire image and full 3D point cloud,
while iNeRF is restricted to sampling the most important
rays, which misses out on some details.
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Figure 5. Quantitative comparison of performance for both Om-
niAD when using between 20% and 100% of the available training
data. We show the anomaly maps achieved by feature matching for
both methods. Best viewed in color.

The quantitative comparison for the synthetic NeRF
scenes from Tab. 4, again have SplatPose performing bet-
ter. For both the NeRF’s uniformly sampled test scenes and
the randomly sampled ones from MAD, SplatPose achieves
a stronger pose estimation performance. Therefore, it is not
only able to better capture the 3D geometry of the scene
for known camera poses but also its capability to general-
ize to previously unseen views beats that of iNeRF. This
superiority in pose estimation also shows up in SplatPose
beating out OmniAD at the anomaly detection tasks, since
the rendered images are aligned more accurately to the test
samples.

4.7. Results for Sparse-View Data

Each category in the MAD data set contains 210 different
views for training. In practice, multi-view data can not be
guaranteed to be this dense. Thus, we sample subsets of the
original training splits, to simulate sparse-view settings.
Some selected visualizations of the anomaly maps for
training with 20,60, and 100% of the data are shown
in Fig. 5. Here, our intuition is confirmed, that better pose
estimation leads to more precise anomaly maps. OmniAD
struggles most when the coarse pose is too far away, or
when large parts of the object are missing. Even when Om-

% ‘ Detection ‘ Segmentation

views ‘ OmniAD  SplatPose ‘ OmniAD  SplatPose

20 67.2 77.6 73.7 86.5
40 79.1 89.3 81.5 93.3
60 82.2 92.2 85.0 95.0
80 86.8 93.1 86.8 95.5
100 90.9 93.9 86.6 95.8

Table 5. Image-wise Anomaly Detection performance for the
sparse-view setting measured as AUROC (1) and AUPRO (1) re-
spectively on MAD. Best results in bold.

niAD is able to fit a good pose, artifacts and surrounding
rendering mistakes are more frequent than with SplatPose.

The quantitative results for image-wise anomaly detec-
tion and segmentation under a sparse-view setting can be
found in Tab. 5, with the full table in the supplement
in Sec. A.3. We compare SplatPose to the other top com-
petitor OmniAD, despite the high computational costs [47].

SplatPose decisively beats OmniAD for every step of
view-sparsification, by margins of around ten points in the
20, 40 and 60% settings for both the image-wise AUROC
and AUPRO. For lower levels of sparsity, SplatPose still
outperforms OmniAD decisively. Again, we can optimize
using the full views, while NeRF resorts to sampling rays
and is known to struggle in sparse-view settings [25].

5. Conclusion

In this paper, we presented a novel pose-agnostic method
for anomaly detection. Given multi-view images, we repre-
sent the object as a 3D point cloud of Gaussians, which is
used for pose estimation, and to find anomalies in images
without prior pose information. Our method beats all com-
petitors at the detection task, while still being magnitudes
faster for both training and inference time, making it more
suited for deployment in production environments.

We would like to dedicate future work towards improv-
ing the coarse pose estimation and image feature compari-
son. Applying our findings to adjacent fields, such as pose
estimation in humans [16, 43], strikes us as a promising next
direction. Closing the gap between synthetic and real-world
data would also require more work. Lastly, we want to in-
vestigate ways to include the three-dimensional point cloud
information in existing two-dimensional approaches.
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