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Abstract

Industrial anomaly detection is an important task within
computer vision with a wide range of practical use cases.
The small size of anomalous regions in many real-world
datasets necessitates processing the images at a high res-
olution. This frequently poses significant challenges con-
cerning memory consumption during the model training
and inference stages, leaving some existing methods im-
practical for widespread adoption. To overcome this chal-
lenge, we present the tiled ensemble approach, which re-
duces memory consumption by dividing the input images
into a grid of tiles and training a dedicated model for each
tile location. The tiled ensemble is compatible with any ex-
isting anomaly detection model without the need for any
modification of the underlying architecture. By introducing
overlapping tiles, we utilize the benefits of traditional stack-
ing ensembles, leading to further improvements in anomaly
detection capabilities beyond high resolution alone. We
perform a comprehensive analysis using diverse underly-
ing architectures, including Padim, PatchCore, FastFlow,
and Reverse Distillation, on two standard anomaly detec-
tion datasets: MVTec and VisA. Our method demonstrates a
notable improvement across setups while remaining within
GPU memory constraints, consuming only as much GPU
memory as a single model needs to process a single tile. 1 2

1. Introduction
The detection and localization of anomalies in images is
a crucial task with a wide range of industrial applications.
The ability to identify hard-to-detect defects of various sizes
within images enables automation of many processes, main-
tenance of safety, and prevention of financial loss.

In recent years, the field has witnessed substantial per-

1Available as part of Anomalib:
https://github.com/openvinotoolkit/anomalib.

2Research conducted during GSoC 2023 at OpenVINO.

Zoomed-in
ground truth

Zoomed-in
anomaly

Zoomed-in
segmentation

GPU memory
usage

Zoomed-in
anomaly map

28
7 

M
B

28
7 

M
B

33
47

 M
B

Input image

Anomaly map

Si
ng

le
 m

od
el

25
6x

25
6

Si
ng

le
 m

od
el

51
2x

51
2

Ti
le

d 
en

se
m

bl
e

51
2x

51
2

Figure 1. Example of anomaly localization on VisA capsules cate-
gory. A tiled ensemble successfully manages to detect an anomaly,
while a single model with a smaller resolution or equivalent res-
olution fails to do so. The tiled ensemble achieves this while re-
maining within the GPU memory constraints.

formance improvements, primarily driven by advancements
in deep learning techniques. In addition, the high real-world
potential of anomaly detection techniques has prompted
a shift of focus towards efficiency, as latency, through-
put, and memory consumption are important metrics to
optimize when deploying models on resource-limited de-
vices [4, 16, 22, 24, 26, 40].

A challenge of real-world datasets is that the size of the
anomalous regions within the images may be very small rel-
ative to the full image size. The common practice of down-

This CVPR Workshop paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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scaling the input images to a predetermined input size may
in such cases lead to a loss of pixel-level information, which
in turn causes the model to miss small anomalies and incor-
rectly mark images as defect-free. Processing the images
at their original resolution or reducing the amount of down-
scaling may constitute a natural tactic to prevent this type
of false negative, but will at the same time inflate the mem-
ory consumption of the model. As a result, memory con-
straints may prevent processing the images in a resolution
suitable for detecting the smallest anomalies in the dataset,
especially in low-resource settings.

Tiling mechanisms, which subdivide the input images
into a rectangular grid of tiles as a pre-processing step, have
been used to process images at a high resolution while keep-
ing memory use low [25]. By passing individual tiles to
the model as input instead of full images, tiling reduces the
model’s input dimensions, while maintaining the effective
input resolution of the images content-wise. This approach
may not always be ideal, particularly for methods sensitive
to object alignment [23], as using a single model for all
patches may compromise spatial information preservation.

Contrary to traditional tiling, our tiled ensemble trains a
separate model on each of the individual tile locations. The
full training procedure yields an ensemble of independently
trained models, each specialized on a single specific tile lo-
cation. By assigning a separate model to each tile location,
we achieve a direct spatial mapping of feature space to pixel
space, making the method suitable for spatially-aware mod-
els. An additional advantage of using separate models is
that it allows us to leverage the benefits of stacking ensem-
ble methods by introducing overlapping tiles, which further
improves anomaly detection performance. By merging the
predictions of the individual models as a post-processing
step, we obtain an end-to-end pipeline, offering direct ap-
plication to practical settings while ensuring that the peak
GPU memory usage remains in the range of that required
by a model processing a single tile. Since our approach
only changes the pre- and post-processing stages, it is not
limited to a specific model architecture and can be applied
as an extension to any anomaly detection pipeline. Figure 1
illustrates how a tiled ensemble can detect small anomalies
by utilizing increased resolution without consuming exces-
sive GPU memory.

To showcase the applicability of our tiled ensem-
ble, we benchmark the approach against non-tiling base-
lines, as well as traditional tiling methods, using a di-
verse set of architectures such as probability density mod-
elling (Padim [11]), memory bank based (Patchcore [29]),
student-teacher (Reverse Distillation [12]), and normaliz-
ing flows (Fastflow [40]). For evaluation, we use two well-
known anomaly detection datasets: MVTec AD [6] and
VisA [46], with an emphasis on detecting smaller anoma-
lies, particularly evident in the VisA dataset.

Overall, this paper provides the following contributions:
• We propose a practical approach for the detection and lo-

calization of anomalies in high-resolution images while
adhering to GPU memory constraints. This enables the
detection of small anomalies in real-world applications,
increasing reliability and performance.

• Our approach offers a model-agnostic framework that can
enhance both existing and upcoming anomaly detection
architectures. By adopting our methodology, these archi-
tectures can better handle higher-resolution images, ad-
ditionally benefiting in constrained settings without the
need for modification of the underlying architecture.

• Having a dedicated model for each tile location enables
the model to highly specialize in specific part of an im-
age. Additionally, the integration of overlapping tiles in
our approach has the advantages of conventional stack-
ing ensembles. This results in enhanced performance that
surpasses what can be achieved solely through increased
resolution.

2. Related work
In recent times, there have been notable advancements in
the field of visual anomaly detection, with numerous tech-
niques being introduced based on various approaches such
as reconstructive methods [5, 8, 43], student-teacher net-
works [4, 7, 12, 31, 36], discriminative methods [14, 23, 38,
42, 44, 45], normalizing flows [16, 30, 40], and embedding-
based methods [11, 24, 29].

Apart from the design of novel model architectures, an
active area of focus has been enhancing and extending
existing approaches. Recent research has indicated that
the performance of anomaly detection models can benefit
from careful design choices around data augmentation[37],
pre-training characteristics[17], and feature space selec-
tion [19]. Other studies have focused on modifying or
extending the architecture of existing models. Ristea
et al. [28] introduced the SSPCAB block, which can be in-
jected into various state-of-the-art methods to enhance their
performance. Similarly, e Silva et al. [13] demonstrated that
significant improvements can be achieved by extending ex-
isting architectures with attention blocks. Finally, Heckler.
and König. [18] developed a feature selection method that
optimally selects a layer from the pre-trained feature ex-
tractor depending on the characteristics of the task. The
tiled ensemble method follows a similar strategy, altering
the pre- and post-processing stages of existing anomaly de-
tection pipelines with the aim of improving the performance
on datasets with small anomalies.

A common class of anomaly detection models is patch-
based models. A patch refers to a spatial location in the
intermediate feature embedding map of the model back-
bone and usually translates directly to a pixel area in the
input images. Patch-based models aim to find the natural
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distribution of each patch location from the feature embed-
dings of normal images during training and estimate the dis-
tance of the feature embeddings to this distribution during
inference. This process yields a set of patch-level anomaly
scores which form the basis of the anomaly localization pre-
dictions. To find the distribution of a given patch location, a
model may rely only on the embeddings of that same patch
location [10, 11, 33, 39], or alternatively also consider the
interrelation among patches [26, 29, 35]. Further, the au-
thors of CutPaste [23] discovered that employing separate
models for each patch location yields superior results. This
insight forms the basis of assigning a dedicated model for
each tile location in our tiled ensemble method, which fur-
ther extends this into a generic extension for any anomaly
detection architecture.

The reduction of memory use in anomaly detection is a
common research topic [4, 16, 22]. This is especially rel-
evant for fields such as pathology [34], where a high input
resolution is needed to distinguish the anomalous character-
istics within the images [25]. Processing images at a higher
resolution prevents missing small anomalies but at the same
time leads to increased GPU memory usage. In light of
these challenges, the tiled ensemble extends the capabilities
of various anomaly detection methods to enable efficient
processing of high-resolution images. This approach cap-
italizes on findings from Heckler et al. [19], which explores
how image resolution impacts the performance of anomaly
detection architectures.

The ensemble approach is often used to increase the per-
formance of a base model. Several individual models are
combined, which results in a better generalization perfor-
mance [15], accuracy, stability, and reproducibility [9]. En-
sembles are increasingly popular in visual anomaly detec-
tion and have shown promising results [20, 27, 32, 41].
Bergmann et al. [7] used an ensemble of students to mimic
the teacher network. Recent anomaly detection meth-
ods employ ensembles by keeping the architecture consis-
tent while using a different backbone for feature extrac-
tion [3, 21, 29]. In each of these studies ensemble models
consistently outperform single models, achieving state-of-
the-art results in anomaly detection.

3. Method
The tiled ensemble method is structured as a series of
sequential steps. The method initially divides the high-
resolution image into tiles (Section 3.1), followed by train-
ing individual models for each tile location (Section 3.2).
Once predictions are obtained, a merging mechanism is uti-
lized to produce full-image-level data (Section 3.3), fol-
lowed by standard post-processing steps.

A high-level overview of the workflow is presented in
Figure 2. The approach encapsulates all the training and
inference steps in a pipeline, which enables immediate ap-

plication for industrial use cases that involve the analysis of
high-resolution images.

3.1. Tiling

To reduce the memory footprint of a high-resolution image,
the first step is to split the image into a set of tiles, which
are then separately processed by an individual model. For
an image X ∈ Rc×h×w, tile size ht ×wt and stride sh, sw,
this set of tiles T is defined as

T = {Ti,j ∈ Rc×ht×wt

|

i ∈ [0, ...,

⌊
h− ht

sh

⌋
], ht ≤ h, sh ≤ h

j ∈ [0, ...,

⌊
w − wt

sw

⌋
], wt ≤ w, sw ≤ w

ht, wt, sh, sw ∈ N}

(1)

If the stride and tile size don’t precisely match the image,
the image is padded with zeros, which are later removed
during untiling. Each tile spans the following pixels of the
original image:

Ti,j = {(a, b)|a ∈ [sh ∗ i, ..., sh ∗ i+ ht),

b ∈ [sw ∗ i, ..., sw ∗ i+ wt)}
(2)

The pixels that tiles cover can also overlap in case of stride
smaller than tile size, i.e. sh < ht or sw < wt.

For instance, consider an input image with dimensions
512× 512 (height h = 512 and width w = 512), a tile size
of 256×256 (tile height ht = 256 and tile width wt = 256)
and a stride of sh = 128 and sw = 128. This configu-
ration yields 9 overlapping tiles, labeled T0,0 through T2,2.
The overlapping area between tiles T0,0 and T0,1 consists
of pixels (a, b)|a ∈ [0, ..., 256) ∧ b ∈ [128, ..., 256), which
means it encompasses the right half of T0,0 and the left half
of T0,1.

Tiling the input image enables predicting images with
higher resolution while allowing models to be trained on
smaller inputs. This approach significantly reduces GPU
memory consumption. Another benefit of tiling is that each
model is only responsible for the designated tile location.
This localized processing ensures that anomalies detected
within a specific tile do not influence the detection results in
adjacent or distant tiles, which, overall, prevents the trigger
of unrelated spurious predictions across the image.

3.2. Training and inference

Training. By splitting the image into smaller tiles, the
problem of high GPU memory consumption is efficiently
addressed. However, training a single model on the com-
bined set of all tile locations could lead to a loss of posi-
tional information, with a potential negative effect on the
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Figure 2. High-level tiled ensemble workflow: Images are first divided into tiles, and separate models are trained for each tile location.
Predictions are generated individually for each tile, merged back together, and finally post-processed. Note that tiles can also be overlap-
ping, yet the training is independent for each model.

performance of models that perform better on aligned ob-
jects. The tiled ensemble approach addresses this by em-
ploying a separate model for each tile location, where the
underlying model architecture of the individual models re-
mains unchanged.

Formally, a separate model Mi,j is trained for each tile
location in the entire set of tiles T , defined in Equation (1),
resulting in a set of models:

M = {Mi,j |Mi,j trained on Ti,j} (3)

The tiled ensemble method requires no further modifica-
tions to the training process, which is similar to that of a
single model. Since each tile location is processed indepen-
dently, it is possible to train the models in parallel across
different devices.
Inference. Once all the models for all locations are trained,
the same tiling procedure is followed and each tile is pro-
cessed by the corresponding model in inference. For tile
T test
i,j in inference time and model Mi,j , the pixel-level

anomaly map Ai,j and anomaly score si,j is obtained as:

Ai,j , si,j = Mi,j(T
test
i,j ) (4)

In this case, the score si,j is obtained as specified by the
underlying architecture. This can either be achieved as a
separate process or by taking the maximum value from Ai,j .

Due to the independence of predictions, the storage of
each tile predictions can also be efficiently managed. By
moving the tile predictions to the main memory, the GPU
memory usage remains within the constraints.

3.3. Merging

A merging mechanism is utilized to produce a full-
resolution anomaly map A and the score s from individual
tile predictions Ai,j and si,j (Figure 3).

U
ntile

0.22
0.61

0.42
0.83

Average

Merging
mechanism

0.52

Anomaly map

Anomaly score
Smoothing

region

Smoothed anomaly map

Figure 3. Overview of merging procedure and smoothing. Tile-
level anomaly maps are untiled into a full image, with pixel-wise
averaging applied to overlapping regions. Anomaly scores from all
tiles are averaged, producing a single image-level score. After the
predictions are merged, the first step of post-processing involves
smoothing the region around the tile seams to enhance the quality
of the anomaly map.

Tile-level anomaly maps Ai,j are simply untiled back
into a full-image representation to get A. As the tiles can
also be overlapping, a pixel-wise averaging strategy [1] is
applied on overlapping regions.

Different strategies can be used to tackle the merging
of image-level scores si,j . An image can be classified as
anomalous as soon as one of the patches is anomalous [29].
Alternatively, the score over all the tiles can be averaged to
obtain a single score, which is in our case the default option:

s =
1

N

∑
i,j

si,j (5)

The borders of the tiles create seams, leading to undesirable
disturbances in the image. To mitigate this issue and en-
hance the outcomes, a Gaussian filter is applied for smooth-
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ing. This smoothing process is confined to a narrow region
surrounding the seam, as depicted in Figure 3. The default
width of the smoothing region is 10% of the tile width on
each side of the seam. In line with standard anomaly detec-
tion procedures, the final classification and localization pre-
dictions can be obtained by applying a thresholding mecha-
nism to the image-level anomaly scores and anomaly maps
respectively.

4. Experiments
An in-depth analysis of the tiled ensemble across multiple
configurations and anomaly detection architectures is con-
ducted. The following sections outline the protocols and
setups employed to assess the impact of the tiled ensemble.

4.1. Experimental details

Datasets. The method is evaluated on two established in-
dustrial datasets: MVTec AD [6] and VisA [46]. MVTec
AD and VisA datasets comprise 15 and 12 categories, re-
spectively. Each category consists of a training set con-
taining only normal images and a test set, comprising both
normal and anomalous images, with their corresponding
pixel-precise ground truth annotations. The anomalies vary
in types, shapes, and scales, with the prevalence of larger
anomalies in MVTec AD and smaller defects in VisA. An
analysis of defect scales is presented in Appendix A.

For both datasets, the images are of high resolution and
are resized according to the specified dimensions in the ex-
perimental setups, as detailed in the following sections.
Evaluation Metrics Both image and pixel-level perfor-
mance are evaluated using standard anomaly detection met-
rics. For image-level anomaly detection, the Area Under
the Receiver Operator Curve (AUROC) is employed. To
evaluate pixel-wise performance in anomaly localization,
the Area Under the Per-Region-Overlap Curve (AUPRO) is
used.

The exact protocol outlined by the authors of Efficien-
tAD [4] is followed to obtain latency, throughput, and in-
ference GPU memory consumption. The only exception is
the usage of a batch size of 8 instead of 16 for PatchCore,
due to excessive GPU memory usage in the case of a sin-
gle model with 512× 512 resolution. For a tiled ensemble,
the benchmark inference step encapsulates tiling, inference
on all tiles, and untiling. Experiments were conducted on a
system with Intel(R) Xeon(R) Gold 5320 CPU and Nvidia
Tesla A100 GPU (training) and Nvidia Tesla V100S (infer-
ence).

4.2. Evaluation setups

To comprehensively evaluate and compare the perfor-
mance of the tiled ensemble, four architectures from di-
verse paradigms are employed. Padim [11] covers prob-
ability density modelling, Patchcore [29] is a memory

bank based approach, Reverse Distillation [12] represents
student-teacher architectures, and Fastflow [40] normaliz-
ing flows. Each architecture is then trained in six different
setups, where two use a single model with varying resolu-
tion, two employ tiled input to a single model and the re-
maining two utilize the tiled ensemble.

Single model with 256px image size – SM256. A single
model for each architecture is trained with an input size of
256×256 pixels, aligning with the tile size of the ensemble
models. While the effective final resolution processed by
this setup is smaller, this setup serves as a baseline as this
resolution is the most common in other works.

Single model with 512px image size – SM512. To explore
the effect of resolution without ensembling, a single model
is trained with an input image size of 512 × 512 pixels. In
this case, the model processes the same effective resolution
as our base tiled ensemble. However, it consumes a larger
amount of GPU memory. This setup allows for a compar-
ison of memory usage and the extent to which the benefits
result from ensembling rather than increased resolution.

Tiled ensemble with 9 overlapping 256px tiles – ENS9.
The base tiled ensemble setup has image resolution of 512×
512 pixels, which is then divided into 9 overlapping 256 ×
256 tiles (ht = wt = 256, sh = sw = 128). The final
predicted anomaly map maintains the same dimensions as
the input image, i.e. 512 × 512. This setup is utilized to
highlight the effects of ensembling properties in addition
to the ability to process high resolution while adhering to
memory constraints.

Tiled ensemble with 4 non-overlapping 256px tiles –
ENS4. In this setup, the input image has a resolution
of 512 × 512 and is divided into four non-overlapping
256× 256 tiles (ht = wt = 256, sh = sw = 256). The di-
mension of the predicted anomaly map remains consistent
with the input image, i.e. 512× 512s. This setup is utilized
to highlight the efficient processing of high resolution, with-
out the additional benefits of multiple (overlapping) predic-
tions as in ENS9.

Single model with 9 overlapping 256px tiles – ST9. This
setup involves using a single model trained on tiled input.
The image resolution remains at 512 × 512 pixels, divided
into nine overlapping 256 × 256 tiles (ht = wt = 256,
sh = sw = 128), and stacked batch-wise. A single model
in this case receives a 256× 256 tile for input. This setup is
used to compare the effect of having a separate model in a
tiled ensemble specializing solely in a single tile location.

Single model with 512px with 4 non-overlapping 256px
tiles – ST4. Matching the tiled ensemble setup without
overlapping tiles, this setup explores how tiling the input
works in the case of utilizing a single model for all tile
locations. Here, a 512 × 512 input image is split into
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four non-overlapping 256 × 256 tiles (ht = wt = 256,
sh = sw = 256), and stacked batch-wise. A single model
is then trained on these tiles, with an input size of 256×256
pixels.

Common properties. Each setup is trained on every cate-
gory, with every run repeated 3 times using a different ran-
dom seed. A consistent batch size of 32 is used, except for
Patchcore where a batch size of 8 is used due to memory
limitations. The backbone used in all setups is ResNet18,
to keep the comparison fair. Following [4, 19] FastFlow,
and Reverse Distillation are limited to 200 steps for all se-
tups. Other properties are kept the same as provided by
the original authors of the models and as implemented in
Anomalib [2].

5. Results
Results on MVTec AD. Table 1 reports anomaly detection
and localization results obtained on the MVTec AD dataset.
A tiled ensemble with overlapping tiles (ENS9) achieves
the best results in terms of anomaly detection for Padim and
FastFlow and second best for PatchCore and Reverse Dis-
tillation. It also achieves the best localization performance
for PatchCore and FastFlow, and second best for Padim.

Setup PatchCore Padim FastFlow
Reverse

Distillation
SM256 97.7/92.8 89.2 / 91.2 93.1 /89.1 90.8 / 89.5
SM512 98.0 / 94.5 83.0/ 91.0 90.5/88.5 78.5/ 87.2
ST4 97.8 /94.0 83.8/90.6 91.4/85.0 80.7/86.2
ST9 97.8 /94.3 83.3/90.6 90.1/82.8 77.3/ 89.5
ENS4 96.5/94.1 87.3/90.5 91.8/ 89.5 84.5/82.6
ENS9 97.8 / 95.3 89.7 / 91.0 95.0 / 91.4 87.8 /82.6

Table 1. Results in anomaly detection and localization (AU-
ROC/AUPRO) on MVTec AD. Best and second best results are
marked. A mean of 3 runs is reported for each setup.

Results on VisA with all 6 setups are displayed in Ta-
ble 2. A tiled ensemble with overlapping tiles (ENS9)
achieves the best anomaly detection results for Padim,
FastFlow, and Reverse Distillation, significantly outper-
forming baseline single model (SM256) and single model
processing the same resolution of 512 × 512 (SM512)
in all three cases. ENS9 also achieves the best anomaly
localization results for FastFlow and Reverse Distillation.

The anomaly detection results of a tiled ensemble (ENS4
and ENS9) consistently outperform a single model with
tiled input (ST4 and ST9) in almost all setups, except for
PatchCore, and in terms of localization for Padim. This in-
dicates that having a separate model specialized in each tile
location can lead to better performance in high-resolution

Setup PatchCore Padim FastFlow
Reverse

Distillation
SM256 92.0/87.7 83.7/82.1 87.4/81.4 83.2/86.9
SM512 97.2 / 94.0 81.9/86.9 89.8 / 88.4 71.5/89.3
ST4 95.2/93.6 81.8/ 87.2 87.1/83.4 72.5/89.3
ST9 96.7 / 93.7 82.3/ 87.1 85.6/78.6 80.6/88.9
ENS4 93.1/93.0 83.8 /86.9 89.4/86.8 88.3 / 89.6
ENS9 95.4/ 93.7 86.3 /86.9 92.5 / 89.2 91.4 / 90.0

Table 2. Results in anomaly detection and localization (AU-
ROC/AUPRO) on VisA. Best and second best results are marked.
A mean of 3 runs is reported for each setup.

images. The tiled ensemble with overlapping tiles (ENS9)
in most setups outperforms a single model processing the
same resolution (SM512) as well as a tiled ensemble with
non-overlapping tiles (ENS4). This demonstrates the poten-
tial benefits of the stacking ensemble mechanism.

In the tiled ensemble setup, the kNN search in Patch-
Core’s memory bank is limited to embeddings from within
the same tile location, whereas single-model setups provide
access to embeddings from the entire image. This may ex-
plain why PatchCore tends to benefit from a single-model
setup. In both MVTec AD and VisA, Reverse Distillation
and Padim struggle if the resolution is increased without
utilizing the tiled ensemble, showing subpar performance
when comparing SM512 to baseline SM256. In the case of
MVTec AD, Reverse Distillation still works best with the
baseline model, indicating that for some architectures and
large anomalies, a tiled ensemble is not necessarily needed.

More detailed results for each category and setup with
included standard deviation on MVTec AD and VisA are
included in Appendix D.
GPU memory usage. Inference GPU memory and training
GPU memory usage are presented in Figure 5, respectively.
The tiled ensemble is unaffected by the number of tiles as
long as the tiles have the same resolution. During infer-
ence, memory consumption remains comparable to that of
a single model processing the resolution equivalent to a tile
(Single model 256), across all models.

Inference GPU memory consumption holds significant
importance for end-applications, but training memory con-
sumption also poses a challenge with larger image resolu-
tions. The tiled ensemble maintains a manageable memory
footprint in both training and inference, roughly equating
to the memory consumption of a single model (Figure 5).
Note that the relative memory advantage of the tiled ensem-
ble further increases for higher effective image resolutions
(provided that the tile size remains the same), as the mem-
ory consumption of each individual model is only related to
the tile size.
Effect of resolution on performance and GPU memory
usage. A case study is performed on the PCB3 category of
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the VisA dataset, which contains many small defects that
can benefit from increased resolution. The Padim model is
used to explore memory consumption and verify the effect
of resolution on localization performance. A tile size of 256
with stride 256 is used for ensemble setup (ht = wt = 256,
sh = sw = 256). The results of localization performance
with respect to resolution are presented in Figure 6 with
GPU memory consumption also reported for each setup.

Increased resolution offers increased localization perfor-
mance, most notably showing an improvement in the ini-
tial increase from 256 × 256 to 512 × 512, at which many
small anomalies already become better detectable. While
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Figure 6. Localization results in terms of AUPRO on VisA PCB3
category for a single model and tiled ensemble with different reso-
lutions. The corresponding memory consumption of each setup
is shown on the right. The tiled ensemble uses a setup with
ht = wt = 256, sh = sw = 256.

the memory of a single model processing a larger resolution
steeply increases, the tiled ensemble maintains the same
memory consumption for all resolutions. Fig. 4 contains
a qualitative example depicting the localization of a small
anomaly from this experiment.
Effect of input resolution on small anomaly detection.
Figure 7 illustrates how small anomaly detection may ben-
efit from the higher input resolutions that can be achieved
by the tiled ensemble approach. Compared to the 256×256
baseline, the tiled ensemble achieves a notable boost in both
detection and localization performance for datasets in which
the average size of the anomalous regions is small. As the
average size of the anomalies increases, the effect dimin-
ishes and the performance of both setups converges. By
increasing the effective input resolution, the tiled ensemble

3872



Figure 7. Effect of defect size on anomaly detection and localiza-
tion performance of the tiled ensemble (ENS9) and single model
with 256×256 resolution (SM256). Each point represents a single
dataset category from MVTec AD or VisA. Trend lines and confi-
dence intervals added for interpretability. X-axis: average number
of anomalous pixels per defective image relative to image size.
Y-axis: average performance of setup across all four model archi-
tectures.

approach facilitates the detection and localization of small
anomalous regions that would otherwise go unnoticed as a
result of downscaling the input images.
Latency and throughput. The latency and throughput are
presented in Figure 8. The low throughput and high la-
tency of ENS4 and ENS9 can be attributed to the increased
computational complexity of these setups (Appendix B) and
show that the performance advantage of the tiled ensemble
comes at the cost of an increased runtime. The latency over-
head likely stems from the time needed to transfer individ-
ual models to GPU and back, which does not affect through-
put as significantly since the model’s time on GPU is better
utilized. For some models like Patchcore, the throughput
of a 4-tiled ensemble exceeds that of a single model pro-
cessing an equivalent resolution. The preliminary studies
showed that the time needed for tiled ensemble inference on
GPU still outperforms the inference of a single model with
increased resolution on CPU in terms of latency by around
4 times, and in terms of throughput by around 80 times. The
training time of all setups is presented in Appendix C.

6. Conclusion
This paper introduces a tiled ensemble approach to effec-
tively detect and localize small anomalies in high-resolution
images, which has been a challenge due to the high GPU
memory demands required by existing approaches. The
tiled ensemble approach addresses this by dividing the im-
age into smaller tiles and training a dedicated model for
each tile location. This strategy ensures that the GPU mem-
ory usage remains comparable to that of a single model that
processes an image the size of one tile. By employing over-
lapping tiles, the tiled ensemble also takes advantage of
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Figure 8. Latency and throughput measured for each setup on
an Nvidia Tesla V100S. While the latency considerably increases,
throughput sees a relatively smaller reduction for tiled ensemble
configurations.

the performance improvements associated with traditional
stacking ensemble methods, which further improve perfor-
mance compared to those achievable by simply increasing
image resolution.

The tiled ensemble is designed to be easily integrated
into current anomaly detection architectures without neces-
sitating any architectural changes, which makes it a flexible
and practical solution for small anomaly detection within
high-resolution imagery. In an extensive evaluation using
various model architectures and two established datasets,
the method demonstrated notable performance improve-
ment compared to setups processing images at a lower reso-
lution or without employing a tiled ensemble, with a partic-
ularly pronounced impact on datasets with small anomalies.

The results presented in this paper demonstrate the fea-
sibility of applying existing or next-generation anomaly de-
tection models within high-resolution imagery, which opens
up new possibilities across various industries.
Limitations. Despite its promising statistical results, our
approach has a notable latency overhead, which can be
partially mitigated through batched inference. This can be
a reasonable sacrifice in cases where the resolution is very
large, to enable detection with resolutions that previously
were not feasible. As suggested by Heckler et al. [19] and
verified by Heckler. and König. [18], strategically choosing
a single layer can outperform an ensemble of multiple
layers and backbones in certain scenarios. Building on this
insight, future research should investigate whether select-
ing the most suitable layer, or set of layers, for each tile
location could further optimize anomaly detection in high-
resolution images. Finally, the experiments of the current
study did not cover logical anomaly detection benchmarks,
which could potentially suffer from a loss of global con-
text as a result of processing each tile location separately.
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[1] Philip A Adey, Samet Akçay, Magnus JR Bordewich, and

Toby P Breckon. Autoencoders Without Reconstruction for
Textural Anomaly Detection. In 2021 International Joint
Conference on Neural Networks (IJCNN), pages 1–8. IEEE,
2021. 4

[2] Samet Akcay, Dick Ameln, Ashwin Vaidya, Barath Laksh-
manan, Nilesh Ahuja, and Utku Genc. Anomalib: A Deep
Learning Library for Anomaly Detection. In 2022 IEEE In-
ternational Conference on Image Processing (ICIP), pages
1706–1710. IEEE, 2022. 6

[3] Jaehyeok Bae, Jae-Han Lee, and Seyun Kim. PNI: Indus-
trial Anomaly Detection Using Position and Neighborhood
Information. In Proceedings of the IEEE/CVF International
Conference on Computer Vision, pages 6373–6383, 2023. 3

[4] Kilian Batzner, Lars Heckler, and Rebecca König. Efficien-
tAD: Accurate Visual Anomaly Detection at Millisecond-
Level Latencies. In Proceedings of the IEEE/CVF Winter
Conference on Applications of Computer Vision, pages 128–
138, 2024. 1, 2, 3, 5, 6

[5] Paul Bergmann, Sindy Löwe, Michael Fauser, David Satt-
legger, and Carsten Steger. Improving Unsupervised Defect
Segmentation By Applying Structural Similarity to Autoen-
coders. ArXiv, abs/1807.02011, 2018. 2

[6] Paul Bergmann, Michael Fauser, David Sattlegger, and
Carsten Steger. Mvtec AD–A Comprehensive Real-World
Dataset for Unsupervised Anomaly Detection. In Proceed-
ings of the IEEE/CVF conference on computer vision and
pattern recognition, pages 9592–9600, 2019. 2, 5, 1

[7] Paul Bergmann, Michael Fauser, David Sattlegger, and
Carsten Steger. Uninformed Students: Student-Teacher
Anomaly Detection With Discriminative Latent Embed-
dings. In Proceedings of the IEEE/CVF conference on
computer vision and pattern recognition, pages 4183–4192,
2020. 2, 3

[8] Paul Bergmann, Kilian Batzner, Michael Fauser, David Sat-
tlegger, and Carsten Steger. Beyond Dents and Scratches:
Logical Constraints in Unsupervised Anomaly Detection and
Localization. International Journal of Computer Vision, 130
(4):947–969, 2022. 2

[9] Yue Cao, Thomas Andrew Geddes, Jean Yee Hwa Yang, and
Pengyi Yang. Ensemble Deep Learning in Bioinformatics.
Nature Machine Intelligence, 2(9):500–508, 2020. 3

[10] Yuanhong Chen, Yu Tian, Guansong Pang, and Gustavo
Carneiro. Deep One-Class Classification via Interpolated
Gaussian Descriptor. In Proceedings of the AAAI Conference
on Artificial Intelligence, pages 383–392, 2022. 3

[11] Thomas Defard, Aleksandr Setkov, Angelique Loesch, and
Romaric Audigier. Padim: A Patch Distribution Modeling
Framework for Anomaly Detection and Localization. In In-
ternational Conference on Pattern Recognition, pages 475–
489. Springer, 2021. 2, 3, 5

[12] Hanqiu Deng and Xingyu Li. Anomaly Detection via Re-
verse Distillation From One-Class Embedding. In Proceed-
ings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pages 9737–9746, 2022. 2, 5
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TransFusion–A Transparency-Based Diffusion Model for
Anomaly Detection. arXiv preprint arXiv:2311.09999,
2023. 2

[15] Mudasir A Ganaie, Minghui Hu, AK Malik, M Tanveer, and
PN Suganthan. Ensemble Deep Learning: A Review. Engi-
neering Applications of Artificial Intelligence, 115:105151,
2022. 3

[16] Denis Gudovskiy, Shun Ishizaka, and Kazuki Kozuka.
Cflow-AD: Real-Time Unsupervised Anomaly Detection
With Localization via Conditional Normalizing Flows. In
Proceedings of the IEEE/CVF Winter Conference on Appli-
cations of Computer Vision, pages 98–107, 2022. 1, 2, 3

[17] Haitian He, Sarah Erfani, Mingming Gong, and Qiuhong Ke.
Learning Transferable Representations for Image Anomaly
Localization Using Dense Pretraining. In Proceedings of the
IEEE/CVF Winter Conference on Applications of Computer
Vision, pages 1113–1122, 2024. 2

[18] Lars Heckler. and Rebecca König. Feature Selection for
Unsupervised Anomaly Detection and Localization Using
Synthetic Defects. In Proceedings of the 19th International
Joint Conference on Computer Vision, Imaging and Com-
puter Graphics Theory and Applications - Volume 3: VIS-
APP, pages 154–165. INSTICC, SciTePress, 2024. 2, 8

[19] Lars Heckler, Rebecca König, and Paul Bergmann. Explor-
ing the Importance of Pretrained Feature Extractors for Un-
supervised Anomaly Detection and Localization. In Pro-
ceedings of the IEEE/CVF Conference on Computer Vision
and Pattern Recognition, pages 2916–2925, 2023. 2, 3, 6, 8

[20] Jingtao Hu, En Zhu, Siqi Wang, Xinwang Liu, Xifeng Guo,
and Jianping Yin. An Efficient and Robust Unsupervised
Anomaly Detection Method Using Ensemble Random Pro-
jection in Surveillance Videos. Sensors, 19(19):4145, 2019.
3

[21] Jeeho Hyun, Sangyun Kim, Giyoung Jeon, Seung Hwan
Kim, Kyunghoon Bae, and Byung Jun Kang. ReConPatch:
Contrastive Patch Representation Learning for Industrial
Anomaly Detection. In Proceedings of the IEEE/CVF Win-
ter Conference on Applications of Computer Vision, pages
2052–2061, 2024. 3

[22] Teng-Yok Lee, Yusuke Nagai, and Akira Minezawa.
Memory-Efficient and Gpu-Oriented Visual Anomaly Detec-
tion With Incremental Dimension Reduction. In Proceedings
of the IEEE/CVF Conference on Computer Vision and Pat-
tern Recognition, pages 2907–2915, 2023. 1, 3

[23] Chun-Liang Li, Kihyuk Sohn, Jinsung Yoon, and Tomas
Pfister. Cutpaste: Self-Supervised Learning for Anomaly
Detection and Localization. In Proceedings of the IEEE/CVF
conference on computer vision and pattern recognition,
pages 9664–9674, 2021. 2, 3

[24] Zhikang Liu, Yiming Zhou, Yuansheng Xu, and Zilei Wang.
Simplenet: A Simple Network for Image Anomaly Detec-

3874



tion and Localization. In Proceedings of the IEEE/CVF Con-
ference on Computer Vision and Pattern Recognition, pages
20402–20411, 2023. 1, 2

[25] Peyman Nejat, Areej Alsaafin, Ghazal Alabtah, Nneka I.
Comfere, Aaron Mangold, Dennis Murphree, Patricija Zot,
Saba Yasir, Joaquin J. Garcia, and Hamid R. Tizhoosh. Cre-
ating An Atlas of Normal Tissue for Pruning Wsi Patching
Through Anomaly Detection. Scientific Reports, 14(3932),
2024. 2, 3

[26] Chaewon Park, MyeongAh Cho, Minhyeok Lee, and Sangy-
oun Lee. Fastano: Fast Anomaly Detection via Spatio-
Temporal Patch Transformation. In Proceedings of the
IEEE/CVF Winter Conference on Applications of Computer
Vision, pages 2249–2259, 2022. 1, 3

[27] Shebuti Rayana and Leman Akoglu. Less is More: Building
Selective Anomaly Ensembles. ACM Trans. Knowl. Discov.
Data, 10(4), 2016. 3
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