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Abstract

Broiler localization is crucial for welfare monitoring,
particularly in identifying issues such as wet litter. We fo-
cus on multi-camera detection systems since multiple view-
points not only ensure comprehensive pen coverage but also
reduce occlusions caused by lighting, feeder and drinking
equipment. Previous multi-view detection studies localize
subjects either by aggregating ground plane projections of
single-view predictions or by developing end-to-end multi-
view detectors capable of directly generating predictions.
However, single-view detections may suffer from reduced
accuracy due to occlusions, and obtaining ground plane
labels for training end-to-end multi-view detectors is chal-
lenging. In this paper, we combine the strengths of both ap-
proaches by using the readily available aggregated single-
view detections as labels for training a multi-view detec-
tor. Our approach alleviates the need for hard-to-acquire
ground-plane labels. Through experiments on a real-world
broiler dataset, we demonstrate the effectiveness of our ap-
proach.

1. Introduction
In modern agricultural practices, ensuring and maintaining
the health and well-being of broilers has become an increas-
ingly vital concern [29]. Automatic video-based systems
have garnered significant attention as a non-intrusive, low-
cost, and effective approach for monitoring welfare. Central
to such video monitoring systems is the accurate position
detection of broilers confined within pens of varying sizes
and layouts. This capability can assist farmers to identify
and address issues such as wet litter and temperature dif-
ferentials, while also facilitating subsequent tasks such as
tracking and action recognition, thereby enhancing the over-
all broiler welfare and farm efficiency. Conventional broiler
detection techniques [21, 22, 31, 40] use a single camera
for single-view detection. However, these techniques of-
ten face significant challenges in real-world settings, par-
ticularly when dealing with occlusion caused by the dense

Figure 1. Training an end-to-end multi-view detection model
using pseudo labels can improve the performance. Addition-
ally, when the object detector used to generate the labels is
smaller/noisier, the approach can be more beneficial. We show
the performance improvement in MODA for both the larger
YOLOV8X and smaller YOLOV8S object detection models. The
top-right image depicts an example of the probability occupancy
map (POM) obtained by fusing information across four cameras.
The bottom-right image is an example of an input image on which
the POM is back-projected. The boundaries of the projected input
image are also shown by the blue quadrilateral in the POM.

clustering of broilers as well as feeders, drinkers and other
equipment [14, 30].

Recent advancements in multi-view object detection
have offered promising solutions to mitigate the challenges
posed by occlusion and address the problem of overlap be-
tween cameras by producing a unified ground plane detec-
tion map. The majority of multi-view detection research
has focused on pedestrian detection due to the availabil-
ity of pedestrian detection benchmarks [10, 17, 39]. These
multi-view detection techniques can be categorized into two
groups, two-stage and end-to-end detectors. The more ad-
vanced end-to-end methods take multiple viewpoints as in-
put and produce a ground plane occupancy map by taking
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cues from all inputs at the same time [16, 17, 39]. How-
ever, it is worth noting that broiler detection poses unique
challenges compared to pedestrian detection, firstly due to
the higher density of subjects within the pen and secondly
due to the high similarity in appearance of broilers com-
pared to pedestrians [44]. Additionally, a major bottleneck
for practical deployment lies in the acquisition of ground
plane labels. Unlike bounding box annotations, which can
be readily obtained through various annotation tools [8, 37]
and object detection pipelines, ground plane position labels
remain elusive due to the lack of robust annotation tools.

By using a two-stage approach that first detects objects
within each view, and subsequently fuses the projected
detections on the ground plane, existing object detection
pipelines can be harnessed. These approaches, however,
rely on various techniques [2, 11, 34] to fuse per-view re-
sults on the ground plane which are prone to calibration
errors. In this paper, we utilize the outputs (pseudo la-
bels) of a two-stage multi-view broiler detection pipeline
with a geometric fusion technique [7], which we refer to
as the geometric-fusion model, to train the Multi-View De-
tection (MVDet) [17] architecture end-to-end, which we re-
fer to as the learned-fusion model. Without requiring ad-
ditional ground plane labels for training, we demonstrate
significant performance improvements over the geometric-
fusion model. This enhancement can be attributed to two
key factors: firstly, the model’s ability to disregard wrongly
detected instances from individual views, and secondly, its
capacity to learn and correct calibration inconsistencies in-
herent in multi-view setups. Due to the changing appear-
ance of the chickens throughout their various growth stages,
we introduce age-specific Gaussian filters, which allow the
model to learn different features for different ages. We
present compelling evidence of the efficacy of our pro-
posed approach, achieving improvements with a MODA
of 81.3% compared to 77.4% obtained with the geometric-
fusion model, see Figure 1. We also compare the model
across different age groups and investigate the effect of de-
grading pseudo labels. In summary, we make the following
contributions:
• We show the performance improvements over the

geometric-fusion model and the effect of bounding box
quality by using various YOLOV8 object detector sizes.

• We present age-specific kernels that significantly improve
the performance by allowing the model to learn different
features for different growth stages.

• We detail several modifications required to apply the pop-
ular MVDet [17] architecture effectively for broiler detec-
tion.

2. Related work
Single-view Detection algorithms for broiler welfare mon-
itoring systems were initially designed with traditional im-

age processing techniques. These pipelines involved con-
verting images to grayscale, applying blurring filters, us-
ing the Otsu thresholding algorithm for segmentation, and
enhancing broiler regions through dilation operations. Ear-
lier methods often employed a grid-based or density-based
approach to estimate occupation scores for different zones
within a pen [21, 31]. However, such approaches lacked
detailed information, prompting a shift from group-level to
individual-level analysis [22], where the exact positions of
individual broilers are determined [13, 29]. While these tra-
ditional computer vision methods showed efficacy in con-
trolled settings, they faced limitations in adapting to vari-
ous environmental conditions and struggled with complex
backgrounds and lighting variations. In contrast, recent ad-
vancements in machine learning have led to more robust
and flexible broiler detection systems [6, 23, 38, 42]. No-
tably, there’s a shift towards adopting deep learning object
detection models for broiler detection [40, 43] such as SSD
[27], Faster R-CNN [33] and YOLO [19, 32], which can
locate and classify broilers within images directly. This
transition from handcrafted features to learned representa-
tions has shown promising results in broiler detection tasks.
Although recent work [40] aims to reduce the problem of
mutual occlusion by using super-resolution reconstruction,
other occlusions, such as feeder and drinking equipment,
remain a problem.

Multi-view detection has been an active area of research
due to its ability to handle occlusions and improve detection
accuracy in crowded scenes. There is a scarcity of research
directly addressing the specific problem of multi-view an-
imal detection [7]. Therefore, we instead present relevant
techniques from the field of multi-view pedestrian detection
and discuss their applicability to broiler detection.

Two-Stage Approaches: Early approaches relied on per-
view background subtraction to compute likelihoods over
a discrete grid on the ground plane. Conditional random
field or mean-field inference is then employed to capture
spatial relationships [1, 3, 11]. However, these methods
struggle with increased crowd density as background sub-
traction becomes less effective. As discussed before, recent
machine learning advances can address these limitations of
background subtraction by training object detection mod-
els [19, 27, 32, 33] on large labelled datasets. Using these
models, detections can be generated in each view and sub-
sequently projected to the common ground plane [2, 9, 41].
The accurate aggregation of these projections heavily relies
on the accuracy of the calibration, which can have inconsis-
tencies and limit the performance of these approaches.

End-to-end Approaches: Recently, multi-view pedes-
trian detection models produce Probability Occupancy
Maps (POMs) directly by training on top-down annota-
tions. MVDet [17] is one such example, where multi-view
features are projected onto a ground plane and processed
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Figure 2. Architecture overview of the broiler detection framework. The top row illustrates the geometric-fusion pipeline for obtaining
pseudo detections and the subsequent label generation utilized for model training, while the bottom row depicts the learned-fusion model.
The geometric-fusion model initially detects bounding boxes in each image using an object detector, followed by projection onto the ground
plane and fusion using a geometric approach. The learned-fusion model (consisting of a feature extractor and ground plane convolutions)
can subsequently be trained using these pseudo-detections. Feature maps are extracted and projected onto a common ground plane. Next,
they are concatenated together with x and y coordinate maps. The ground plane convolutions then use large kernel sizes for joint occupancy
decisions, integrating spatial neighbour information. Finally, we use NMS to post-process the occupancy map.

through convolutional layers to predict a final occupancy
map. This work highlights the benefit of fusing projected
image features opposed to single-view results or the input
images (raw RGB values). Due to the low-camera angles
and relative height of pedestrians, shadows complicate the
fusion process. To address these issues MVDeTr [16] builds
upon MVDet by incorporating deformable transformers for
improved feature aggregation. Similarly, SHOT employs
multiple homographies at various heights to enhance pro-
jection quality [18, 36]. Generalized Multi-View Detection
(GMVD) [39] leverages the strengths of existing multi-view
pedestrian detection methods while addressing the limita-
tions of generalizability to real-world deployments. It pro-
poses a novel dataset specifically designed to evaluate gen-
eralization capabilities in multi-view detection tasks and ad-
dresses the three key forms of generalization: varying num-
ber of cameras, varying camera positions, and generaliz-
ability to new scenes. These methods, however, require
large annotated datasets, which prove hard to obtain. Re-
cent work [24] leverages the GMVD approach to reduce the
labelling effort by training the model using different source
and target labels. However, adapting this method to broiler
detection is non-trivial due to the changing subject size. Ef-
forts have also been made to remove the labelling effort al-
together and go for a fully unsupervised approach [25] but
at a reduced performance.

3. Approach
In this section, we outline our approach, which is di-
vided into three main components: pseudo-label genera-
tion, multi-view architecture, and post-processing. Firstly,
we discuss our pseudo-label generation, where we utilize a
two-stage process for broiler detection. Next, we detail our
multi-view architecture, which combines information from
multiple views while handling occlusions using anchor-free
multi-view aggregation and feature perspective transforma-
tion techniques. Lastly, we describe our post-processing
methods, including thresholding the output and applying
Non-Max Suppression (NMS) to reduce redundant predic-
tions. In Figure 2, we show the complete framework.

3.1. Pseudo label generation

For pseudo-labelling the input data, we utilize the multi-
view broiler detection framework presented in [7]. This
work uses a two-stage approach whereby the broilers are
first detected within each viewpoint using the YOLOV8 ob-
ject detector [19]. We experiment with YOLOV8 object de-
tection models of different sizes to investigate the effect of
the bounding-box quality:
• X: 68.2 million parameters
• L: 43.7 million parameters
• M: 25.9 million parameters
• S: 11.2 million parameters

The second stage begins by approximating the position

5395



10 days 
σ = 5.46 

20 days 
σ = 8.18 

30 days 
σ = 10.9 

Figure 3. The left shows the crops of input images at various ages,
and the right column shows the corresponding kernel applied to a
map of broiler detections. Using adaptive kernel size based on the
age of the broiler can allow for learning age-specific features.

between the broiler’s feet within each bounding box and
projecting them onto the ground plane. In order to con-
solidate broiler detections from various viewpoints, a graph
representation is utilized [28]. Detections are linked into a
connected component if their Euclidean distance falls below
a predetermined fusion radius and originate from different
cameras. The arithmetic mean of the projected points from
different cameras is computed to determine the location of
each broiler. We refer to this procedure as the geometric-
fusion model.

A Gaussian kernel is then applied to the detections using
a convolution operation to produce the ground truth target
for training the learned-fusion model. Let x := [kx, ky]

T be
the position in the kernel, σ2 being the variance of the mul-
tivariate Gaussian distribution, we then generate the corre-
sponding kernel using:

1√
2πσ

exp

(
−1

2
xTΣ−1x

)
, Σ = σ2I .

with I being the identity matrix, following [17].

To address the varying characteristics of broilers at dif-
ferent ages, we introduce Gaussian kernels with different
standard deviation values (σ). This allows us to generate
kernels tailored to specific ages, enabling the model to learn
distinct features corresponding to each age category. Figure
3 illustrates the impact of employing different sigma values
on kernel generation. Notably, by employing varying kernel
sizes, we try to approximate the effect of various bounding
box sizes inherent in single-view labels, which enables ob-
ject detectors to learn diverse features for subjects of differ-
ent sizes.

3.2. Multi-view architecture

A core challenge in multi-view detection is effectively com-
bining information from multiple views while accounting
for potential occlusions. We adapt the MVDet architecture
that addresses this challenge through anchor-free [17, 20]
multiview aggregation and feature perspective transforma-
tion.

Using a feature extractor network, image features are
computed for each of the synchronized input images.
MVDet uses the Resnet18 [15] model and replaces the last
3 strided convolutions with dilated convolutions to maintain
a high spatial resolution. We found, however, that using an
input dimension of (720, 1280) resulting in image features
with spatial dimensions (90, 160) is too low, especially for
smaller/younger chickens [7, 40]. To this end, we remove
the max-pooling layer before the first residual block, enlarg-
ing the spatial dimension of the image features to (180,320).
These features are then finally up-sampled to a fixed feature
map height and width. Like MVDet, we use an image size
reduction of 4 (1920/4, 1080/4) for the feature map height
and width. If the full input size were to be used, this up-
sampling step could be omitted, however, due to memory
limitations, this is impractical.

Using each camera’s intrinsic and extrinsic parameters,
these image features can be projected to the ground plane.
All projected maps are then concatenated together with X
and Y coordinate maps, giving the subsequent convolution
access to its own input coordinates [26]. The last step in-
volves aggregating the multi-view information. Incorporat-
ing information from a larger surrounding area is particu-
larly important for broiler detection in dense environments
with multiple occlusions. MVDet addresses this require-
ment through spatial aggregation using large kernel convo-
lutions. The large receptive field of these convolutions al-
lows the network to consider the context of neighbouring
regions, make more informed decisions about broiler oc-
cupancy, and overcome small projection errors stemming
from imperfect calibration parameters. The model can then
be trained end-to-end using Mean Squared Error (MSE).

Being originally developed for pedestrian detection,
MVDet uses a secondary loss for head and foot detection,
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which are approximated by the centers of the top and bot-
tom lines of the bounding boxes, respectively. The au-
thors conclude, however, that only the head point detection
slightly benefits the model’s performance due to the hetero-
geneous supervision compared to the foot detection. We
omit this extra learning objective for two reasons: due to
the larger camera angle with respect to the ground plane for
the broiler camera setup, the head and foot approximation
used for pedestrians does not correspond well with the head
and feet of the broilers. The second reason is that we do not
possess ground truth bounding boxes but only predictions
by single-view detectors.

3.3. Post processing

After obtaining the final output map of the model, post-
processing is still required to obtain the final detections.
After thresholding, the output, NMS [5], is applied to fil-
ter out redundant detections. It works by comparing the
distances between the detected positions and removes those
that are close to each other, keeping only the most confident
one. This prevents multiple detections of the same object
and helps in producing a more accurate and concise out-
put. This, however, requires a hyperparameter that defines
the distance with which predictions are removed. Pedes-
trian detection techniques employ the same NMS distance
threshold as is used to calculate the metrics, which is 0.5
meters [10, 16, 17, 39]. However, we empirically find that
using the same threshold for NMS leads to suboptimal re-
sults. We therefore use a linearly increasing threshold and
regard the coefficients of the linear function as two hyper-
parameters.

4. Experimental setup

This section introduces the experimental setup, covering
three main aspects: dataset, metrics, and implementation
details. We briefly outline the dataset used in this study, fol-
lowed by an overview of the evaluation metrics employed.
Lastly, we provide insight into the implementation specifics.

4.1. Dataset

We use the dataset detailed in [7], which aims to auto-
mate welfare assessment using multi-modal sensor data
and explores the impact of pen infrastructure conditions on
chicken welfare. It comprises around 800 hours of video
footage from four cameras over the six-week lifespan. The
pen accommodates an average of 140 chickens and is di-
vided logically into zones for various activities. Because
of the various lighting conditions, different ages and occlu-
sions, see Figure 5, this dataset is very challenging, We indi-
cate the drinker and feeding equipment on the ground plane
using black circles in Figure 4 and display the number of
views that can view each location. Ground truth data on the

1 2 3 4 # visible viewpoints equipment

Figure 4. Overlap between camera views shown on the ground
plane, the colors indicate the number of viewpoints from which
the location is visible. The circles indicate the 9 drinkers and 3
feeders.

position of individual chickens within the pens was man-
ually annotated, totalling 51 sets of four frames, to ensure
a comprehensive evaluation of the pipeline’s performance.
The dataset consists of 4,739 labelled broilers for validation
and 1,967 for testing, enabling thorough analysis of multi-
view detection algorithms. The training data is generated
by exporting 8000 frames for each camera, sampled every
10 seconds. These sets are split up into three age groups
depending on the broiler’s dietary stage.
• Starter: <10 days
• Grower: 10 to 23 days
• Finisher: >23 days

4.2. Metrics

To evaluate the performance of the models, we re-
port the commonly used Multi-Object Detection Accuracy
(MODA), Multi-Object Detection Precision (MODP), pre-
cision and recall following [12]. We use MODA as the pri-
mary metric as it takes both false negatives and false pos-
itives into account. The threshold distance for determin-
ing true positives should reflect the physical size of the an-
imals. For pedestrian detection, a single threshold value of
0.5 m is used as the approximated average width of a hu-
man body [10]. During the 6-week lifespan in the pen, the
broilers keep growing, increasing the average width. We de-
termine the threshold as a linear function of age. The coeffi-
cient values were empirically determined based on real-life
measurements of broilers at different ages.

Distance Threshold = 0.3cm ∗ age+ 5cm

4.3. Implementation details

Similar to MVDet, we downsize the images to 720x1280
but remove the first max-pooling layer to keep a higher
spatial resolution and facilitate the detection of the small
broiler. We train the model for 2000 iterations per epoch
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MODA MODP Precision Recall ∆ MODA
YOLOV8 Learned Geometric Learned Geometric Learned Geometric Learned Geometric

Fixed
σ

X 81.4 80.9 64.3 64.2 90.6 90.0 90.9 91.1 + 0.5
L 79.9 80.6 63.3 64.1 89.1 90.3 91.3 90.4 - 0.7

M 79.4 77.3 63.2 63.8 91.7 90.2 87.3 86.8 + 2.1
S 79.0 77.4 63.1 63.9 90.1 88.9 89.0 88.7 + 1.6

Age-specific
σ

X 82.0 80.9 65.9 64.2 91.4 90.0 90.6 91.1 + 1.1
L 80.3 80.6 66.2 64.1 87.9 90.3 93.1 90.4 - 0.3

M 80.1 77.3 65.7 63.8 90.0 90.2 90.3 86.8 + 2.8
S 81.3 77.4 64.8 63.9 91.0 88.9 90.4 88.7 + 3.9

Table 1. Comparison between various YOLOV8 object detector sizes and the effect of adding age-specific kernels. The biggest improve-
ment can be seen in the model trained on the labels generated by the geometric-fusion model using the YOLOV8S object detector. The
overall best-performing model is trained using the YOLOV8X pseudo labels, achieving 82% MODA.

Starter Grower Finisher Total
Learned Geometric Learned Geometric Learned Geometric Learned Geometric

MODA 78.8 76.8 83.3 83.2 83.9 82.7 82.0 80.9
MODP 63.3 63.2 66.5 64.3 67.9 65.1 65.9 64.2
Precision 91.4 86.3 91.7 91.2 91.1 92.5 91.4 90.0
Recall 87.1 91.4 91.7 92.1 93.0 90.0 90.6 91.1

Table 2. Comparison between the geometric-fusion model using the YOLOV8X detector and the learned-fusion model trained with age-
specific kernels using these labels. We show the performance for various age groups. We obtain the highest MODA for the broilers at the
finisher stage.

with a batch size of three for a total of 10 epochs. Training
these models took about 32 hours using two V100 GPUs.
We use a gridsize of 430x880 with per frame average de-
tections of 122.9 broilers, where each cell represents a one-
by-one cm square. Due to computational restrictions, we
reduce the gridsize by a factor of two, further reductions in
gridsize empirically show a degradation in performance be-
cause of the high broiler density. We follow the MVDet pa-
per [17] for the remainder of hyperparameters, such as the
choice of optimizer, momentum, L2-normalisation, learn-
ing rate scheduler and maximum learning rate.

5. Experiments

This section presents quantitative and qualitative results.
First, we present performance differences between object
detector sizes and the impact of age-specific kernels. Then
we compare the learned-fusion model with the geometric-
fusion model using the YOLOV8S object detector in more
detail. Lastly, we showcase several advantages and limita-
tions of using pseudo labels for training.

5.1. Quantitive results

For each model, we tune the post-processing hyperparam-
eters on the validation set and report the results achieved
on the test set. We implement early stopping to alleviate
overfitting on the pseudo labels.

From table 1, it is evident that training on the pseudo la-
bels generally leads to performance improvements across
different model sizes. The magnitude of improvement
varies depending on the model size and the presence of ad-
ditional age-specific kernels. For instance, models of size
M and S exhibit notable improvements, especially when
age-specific kernels are added. Conversely, the impact on
larger models like X is less pronounced and even experi-
ences slight performance degradation with the M model, al-
though achieving a considerably higher recall.

We also compare the learned-fusion and geometric-
fusion models using the YOLOV8X object detector for the
different dietary stages in table 2. The error of the mid-feet
position approximation within the bounding box has a big-
ger effect on the geometric-fusion as the broilers and their
bounding boxes grow in size, leading to better fusion for
the younger broilers. On the other hand, larger broilers are
much easier to detect. As a result of these two factors, for
the geometric-fusion model, the best MODA of 83.2% is
achieved for the grower phase. In contrast, for the learned-
fusion model, the best MODA of 83.9% is achieved for the
finisher phase. This highlights the improved fusion per-
formance over geometric-fusion specifically for the larger
broilers.

Due to the downsampling of the input images for the
learned-fusion model compared to the object detector in-
put (width of 1280 vs 1920), the model struggles to ac-
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Figure 5. This figure indicates the ground truth labels with ⋄ , the pseudo labels (from geometric-fusion model) using ▽ and the model’s
predictions using △. The bounding boxes □ are the single view results produced by the YOLO model. In the bottom-right corner, we
detail which camera produced the image. The first three rows each show two viewpoints for the different age groups. We add the POM
produced by the model to the right of each sample. The second to last row demonstrates the model’s ability to overcome occlusions caused
by the equipment using two examples. In the last row, we show five highlights to indicate the benefits and downsides of using the proposed
approach. Note that not all of the cropped images in the last two rows come from the three displayed samples. Figure is best viewed in
color.
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curately detect the smaller broilers during the starter and
grower phases. This leads to a significant decrease in recall
and highlights the downside of downsampling [7, 40].

5.2. Qualitative results

In Figure 5, we show one test sample for each age cat-
egory using the YOLOV8S object detector. During the
starter stage, the broilers group together more, which can
be seen in the POMs on the right of the input images, in-
creasing the complexity. In the fourth row, we showcase
the multi-camera setup’s capability to handle occlusions. In
the example on the left, two broilers are occluded by light-
ing equipment in camera 3 but remain visible in camera
4. Conversely, in camera 4, one broiler is occluded, while
it remains visible in camera 3. In the last row, we show
several upsides as well as failure cases of using pseudo la-
bels for training an end-to-end model. In highlight one, we
show that multiple detections due to the incorrect fusion of
the per-view projected bounding boxes can be ameliorated.
The second highlight indicates that the learned fusion model
can improve upon the features learned by the YOLO ob-
ject detector to detect broilers. Finally, the learned-fusion
model can avoid double detections by taking features from
every view simultaneously, as seen in the third highlight.
However, this approach also has downsides, one of which
is that it can pick up features of consistently mispredicted
objects by the object detector, an example is shown in high-
light 4. Another limitation is that due to the need for post-
processing the POM using NMS, which relies on a single
distance threshold for the whole ground plane map, multi-
ple detections for a single chicken can occur, see highlight
5.

Due to this limitation, we also experimented with several
more advanced post-processing techniques such as Soft-
NMS [4] and DB-NMS [35]. However, applying these
more sophisticated techniques comes with added difficul-
ties when applying them on POMs. For bounding boxes, a
matched ground truth object is determined using the inter-
section over union (IoU), while euclidean distance is used
on the POM. We leave the application of more advanced
NMS techniques as future work.

6. Conclusion
In conclusion, we have presented several key changes to
improve lifelong multi-view broiler detection, addressing
the crucial task of ensuring the welfare of chickens in the
poultry industry. By leveraging recent advances in multi-
view detection and combining them with easier-to-obtain
bounding box annotations, we have demonstrated signifi-
cant improvements in performance. Our proposed method,
which integrates pseudo labelling with the MVDet architec-
ture and employs age-specific kernels, achieves notable en-
hancements in broiler detection accuracy. Through compre-

hensive experiments and evaluations, we have showcased
several reasons for the improvements of using an end-to-end
trained model. Additionally, we highlight settings where
our approach can be most beneficial. These advancements
hold promise for enhancing automated broiler welfare mon-
itoring systems, ultimately contributing to better practices
and outcomes in poultry farming.
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cal Fua. Multiple object tracking using k-shortest paths op-
timization. IEEE Trans. Pattern Anal. Mach. Intell., 33(9):
1806–1819, 2011. 2

[4] Navaneeth Bodla, Bharat Singh, Rama Chellappa, and
Larry S. Davis. Soft-nms - improving object detection with
one line of code. In IEEE International Conference on Com-
puter Vision, ICCV 2017, Venice, Italy, October 22-29, 2017,
pages 5562–5570. IEEE Computer Society, 2017. 8

[5] John Canny. A computational approach to edge detection.
IEEE Transactions on Pattern Analysis and Machine Intelli-
gence, PAMI-8(6):679–698, 1986. 5

[6] Liangben Cao, Zihan Xiao, Xianghui Liao, Yuanzhou Yao,
Kangjie Wu, Jiong Mu, Jun Li, and Haibo Pu. Automated
chicken counting in surveillance camera environments based
on the point supervision algorithm: Lc-densefcn. Agricul-
ture, 11(6), 2021. 2

[7] Thorsten Cardoen, Sam Leroux, and Pieter Simoens. Multi-
camera detection framework for lifelong broiler flock moni-
toring. Available at SSRN 4685972. 2, 3, 4, 5, 8

[8] J. Cartucho, R. Ventura, and M. Veloso. Robust object recog-
nition through symbiotic deep learning in mobile robots.
In 2018 IEEE/RSJ International Conference on Intelligent
Robots and Systems (IROS), pages 2336–2341, 2018. 2

5400



[9] Tatjana Chavdarova and François Fleuret. Deep multi-
camera people detection. In 16th IEEE International Confer-
ence on Machine Learning and Applications, ICMLA 2017,
Cancun, Mexico, December 18-21, 2017, pages 848–853.
IEEE, 2017. 2

[10] Tatjana Chavdarova, Pierre Baqué, Stéphane Bouquet, An-
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GRAPI 2017, Niterói, Brazil, October 17-20, 2017, pages
216–222. IEEE Computer Society, 2017. 1, 2

[30] Cedric Okinda, Innocent Nyalala, Tchalla Korohou, Celes-
tine Okinda, Jintao Wang, Tracy Achieng, Patrick Wamalwa,
Tai Mang, and Mingxia Shen. A review on computer vision
systems in monitoring of poultry: A welfare perspective. Ar-
tificial Intelligence in Agriculture, 4, 2020. 1

[31] Alberto Peña Fernández, Tomas Norton, Emanuela Tullo,
Tom van Hertem, Ali Youssef, Vasileios Exadaktylos, Erik
Vranken, Marcella Guarino, and Daniel Berckmans. Real-
time monitoring of broiler flock’s welfare status using
camera-based technology. Biosystems Engineering, 173:
103–114, 2018. Advances in the Engineering of Sensor-

5401



based Monitoring and Management Systems for Precision
Livestock Farming. 1, 2

[32] Joseph Redmon, Santosh Kumar Divvala, Ross B. Girshick,
and Ali Farhadi. You only look once: Unified, real-time ob-
ject detection. In 2016 IEEE Conference on Computer Vision
and Pattern Recognition, CVPR 2016, Las Vegas, NV, USA,
June 27-30, 2016, pages 779–788. IEEE Computer Society,
2016. 2

[33] Shaoqing Ren, Kaiming He, Ross B. Girshick, and Jian Sun.
Faster R-CNN: towards real-time object detection with re-
gion proposal networks. IEEE Trans. Pattern Anal. Mach.
Intell., 39(6):1137–1149, 2017. 2

[34] Gemma Roig, Xavier Boix, Horesh Ben Shitrit, and Pascal
Fua. Conditional random fields for multi-camera object de-
tection. In 2011 International Conference on Computer Vi-
sion, pages 563–570, 2011. 2

[35] Li Rui, Xue-Song Tang, and Kuangrong Hao. DB-NMS: im-
proving non-maximum suppression with density-based clus-
tering. Neural Comput. Appl., 34(6):4747–4757, 2022. 8

[36] Liangchen Song, Jialian Wu, Ming Yang, Qian Zhang, Yuan
Li, and Junsong Yuan. Stacked homography transforma-
tions for multi-view pedestrian detection. In 2021 IEEE/CVF
International Conference on Computer Vision, ICCV 2021,
Montreal, QC, Canada, October 10-17, 2021, pages 6029–
6037. IEEE, 2021. 3

[37] Tzutalin. Labelimg https://github.com/tzutalin/labelimg,
2015. 2

[38] Jerine A.J. Van der Eijk, Oleksiy Guzhva, Alexander Voss,
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