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Abstract

We propose an approach to jointly count plants and de-

tect gaps in maize fields using end-to-end deep-learning

models. Unlike previous efforts that focused solely on plant

detection, our methodology also integrates the task of gap

identification, offering a holistic view of the state of the

agricultural field. Moreover, we consider different data

sources in our experiments and explore the benefits of us-

ing multispectral over RGB images, which are commonly

used in the industry. The findings suggest that multi-task

learning on multispectral images significantly outperforms

other model configurations, demonstrating the potential of

the proposed approach for precision agriculture.

1. Introduction

Smart agriculture has emerged as a cutting-edge approach

in modern agricultural practices, leveraging technologi-

cal innovations to optimize crop production and resource

management [21]. While traditional methods of manual

field assessment are labor-intensive and prone to errors, re-

cent advancements in computer vision and remote sensing

technologies offer promising avenues for automating these

tasks with unprecedented accuracy and efficiency. The

usability and efficiency of such digital agricultural solu-

tions rely on the use of unmanned aerial vehicles (UAVs)

that are equipped with various imaging sensors, such as

red–green–blue (RGB), thermal, hyperspectral, and multi-

spectral cameras, as well as light detection and ranging (LI-

DAR) sensors. These sensors generate detailed, high-res

data that provide precise insight into can be used for several

important tasks, such as crop health monitoring, soil mois-

ture estimation, or crop yield prediction [16]. Moreover,

UAVs exhibit minimal turnaround time and field operational

delays. For instance, a UAV can cover 50-100 acres per day,

approximately 30 times more than a traditional knapsack

sprayer, resulting in exceptional field efficiency.

While a common high-resolution RGB camera offers a

useful visual depiction of crops, advanced image sensors

like multispectral cameras provide deeper insights into bio-

chemical properties of the plant’s surface, related to chloro-

phyll content and plant nitrogen adoption [33]. Due to

their capabilities, these sensors and associated technolo-

gies can be invaluable assets in precision agriculture, en-

abling more efficient and effective crop management strate-

gies [17]. However, despite their potential, they are of-

ten not utilized in practice by farmers or the industry due

to their high prices and knowledge gap in data interpreta-

tion, leading to a lack of trust among farmers in adopting

such technologies. We address this issue and investigate the

benefits of different data sources to increase confidence in

this valuable technology, thus helping to facilitate its wider

adoption in agricultural settings.

According to the Economic Research Service of the

United States Department of Agriculture (USDA) [2],

maize stands as one of the principal feed grains, along-

side sorghum, oats, and barley, constituting over 95% of

the total feed grain production and utilization. On average,

an expansive 90 million acres of maize are planted annu-

ally in the United States. However, being a cornerstone of

global food security, maize cultivation faces the challenge

of achieving optimal plant density to maximize yield po-

tential. The optimal density of plants per acre, known as

plant population, stands as a critical determinant for maize

yield within a designated area [43]. Achieving ideal den-

sity includes ensuring that each plant has sufficient area for

growth, but also detecting and filling in excessive gaps be-

tween plants that can occur due to errors during the seeding

process. Then, attaining the ideal plant count optimizes re-

source utilization and minimizes intra-plant competition, in

addition to enhancing overall crop productivity [25]. Tradi-

tionally, evaluating plant density relies on manual tallies on

a field section, a very labor-intensive process in extensive

farming setups. Additionally, plant detection and gap iden-

tification are usually assessed separately, which is suscepti-

ble to human error during the sampling and counting stages.

This is then further compounded by inaccuracies through
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assuming uniformity across the entire field when aggregat-

ing information from the sampled segments [23, 25, 29, 43].

In this study we propose a novel multi-task deep archi-

tecture for plant and gap detection, utilizing and explor-

ing the use of RGB and multispectral images collected by

UAVs. Unlike existing methods that operate in two steps,

first detecting plants and then computing the gaps given the

plant detections [14], we propose a single-step, end-to-end

approach where plants and gaps are jointly detected. Ad-

ditionally, the data from this study will be made publicly

available, providing a valuable resource for further research

and development in the field of precision agriculture.

Here we give a summary of our paper. In Section 2 is

given literature overview, while in Section 3 we provide a

concise overview of the data utilized in this study, cover-

ing data acquisition, image registration, and labeling. Sec-

tion 4 details our proposed methodology for the multi-task

architecture, while Section 5 presents explanations and dis-

cussion of the experiments, along with the obtained results

and qualitative analysis. Finally, in Section 6 we provide

conclusions and future work.

2. Related Work

One of the areas where machine learning methods have yet

to reach sufficient integration is agriculture, an application

area that directly affects billions of people across the globe.

In a literature review on machine learning algorithms used

in agriculture [6], the authors presented how artificial intel-

ligence deals with various crop management applications:

weed and pest detection, plant disease detection, stress de-

tection in plants, smart farms or automation in farms, and

crop yield estimation and prediction [6]. Recent studies

[4, 5] give a brief review of the latest deep learning tech-

niques used in agriculture. Additionally, the study [30] pro-

vided an analysis of enhancing crop protection precision in

the context of Agriculture 5.0 through the utilization of ma-

chine learning and emerging technologies. This advance-

ment heralds a transformative phase in intelligent crop man-

agement, characterized by automated decision-making, un-

manned operations, and reduced human involvement.

In these agricultural systems, the integration of UAV

data is indispensable, owing to its efficiency and capac-

ity to deliver high-resolution data with diverse applications.

In the recent study [7] the usage of UAVs in phenotyp-

ing applications was explored, including the key parame-

ters of UAV image acquisition. Furthermore, the study dis-

cussed the strengths and limitations of various UAV imag-

ing sensors across different applications. For example, the

authors argued that multispectral UAV data has a valuable

role in modern agriculture, offering valuable insights into

crop health and environmental conditions. In comparison,

RGB data provides visual information limited to the red,

green, and blue channels, offering a common representa-

tion of the crop’s appearance without the additional insights

provided by multispectral data. While RGB data is suitable

for basic visual assessments, such as plant morphology or

position, multispectral data enables more precise analysis,

allowing farmers to detect subtle variations in plant health,

identify stress factors, and optimize management practices

for improved crop productivity. In [44] authors focused on

comparing the benefits of RGB versus multispectral UAV

data for mapping plant communities, while in [9] authors

explore the utilization of UAV-based RGB and multispec-

tral imagery for the evaluation of maize crop damage. In

most of these studies, one-stage deep learning models take

the lead for crop assessment or predictive tasks, such as for

maturity estimation [15] or ground biomass estimation [48].

While previous studies predominantly rely on single-task

deep learning models, often utilizing RGB imagery, in our

work we explore both RGB and multispectral data. Fur-

thermore, we introduce an end-to-end approach that simul-

taneously detects plants and gaps between them, thereby of-

fering a comprehensive solution for agricultural monitoring

tasks shown to be both efficient and effective.

In this study, we focus on RGB and multispectral data

gathered by UAVs of the maize field, since maize is one

of the most important food sources on a global scale, hav-

ing an immense significance in global agricultural produc-

tion [11]. It ranks among the most widely cultivated cereal

crops worldwide and plays a critical role in food security

and economic development by serving as a vital feedstock

for livestock, contributing to the production of meat, dairy,

and other animal products. Its versatility extends beyond

food and feed, with maize also being utilized in industrial

processes, such as the production of biofuels, starches, and

other bio-based products [2]. Given its widespread culti-

vation and diverse uses, maize stands as a cornerstone of

global agriculture, impacting economies, livelihoods, and

food systems worldwide [2, 12]. Our approach contributes

to the understanding and management of maize cultivation

by offering a novel solution for plant count and gap detec-

tion in maize fields. By providing an efficient and accu-

rate method for maize monitoring, the proposed approach

can help enhance agricultural productivity and contribute to

food security and economic development.

In the context of deep learning predictive models, tech-

niques for plant counting explored in this study these meth-

ods have garnered significant attention in recent literature

[22, 27, 32, 40–42, 46]. While previous studies have pre-

dominantly relied on RGB images and advanced object de-

tection techniques, such as YoloV5 [19] used in [13, 28] or

YoloV8 [47] used in [18], our proposed approach considers

both RGB and multispectral UAV images. The limitations

identified in the single-task deep learning models served as

a basis for establishing a baseline for conducting a novel

end-to-end model, which also focuses on gap identification

5404



Figure 1. Bird’s eye view of the experimental field

Table 1. Drone specifications used during data collect

Specification Description

Model Mavic 3 Multispectral

Flight height 20 meters

Imaging RGB/ Multispectral

GSD for RGB images 0.54 cm

GSD for MS images 0.92 cm

in a multi-task setting in addition to plant detection. This

approach lays down the groundwork for optimizing yield

through gap-filling during the germination stage, reducing

the dependence on the plant detection task. To the best of

our knowledge, our study is the first to tackle these dual ob-

jectives using a single-stage multi-task learning approach.

3. Data

The study area encompasses a 5.95-acre maize field near

Khanewal, Punjab, Pakistan, serving as the location for data

acquisition; see Figure 1 for the bird’s-eye view illustration

of the field. Aerial imagery was collected in July 2023 us-

ing the Mavic 3 Multispectral UAV by DJI equipped with

a multispectral sensor, adhering to a 60% side and 70%

frontal overlap, as shown in Figure 2. The key flight and

drone specifications are detailed in Table 1. To enable a

unified multi-source and multi-task approach, our input data

required both a standard RGB aerial image and a multispec-

tral image consisting of near infrared (NIR) at 860 nm ± 26

nm, red at 650 nm ± 16 nm, red edge at 730 nm ± 16 nm,

and green channel at 560 nm ± 16 nm.

Figure 2. Mavic 3 Multispectral drone in flight on the left, and

flight parameters on the right

Table 2. Comparison of sensor specifications

Specification RGB Multispectral

True focal length 12.29 mm 4.34 mm

Image size (megapixels) 20 MP 5 MP

Sensor type 4/3º CMOS 1/2.8º CMOS

Sensor width 17.4 mm 5.2 mm

Sensor height 13 mm 3.9 mm

Equivalent focal length 24 mm 25 mm

3.1. Data Acquisition and Geometric Correction

For our data acquisition process we carefully selected an

operational altitude of 20 meters. This strategic choice

was made to achieve the optimal Ground Sample Distance

(GSD), allowing us to detect gaps and count plants during

the early stages of crop development. During the drone’s

operation, it captured both multispectral and RGB channels

using separate imaging sensors. These sensors were specif-

ically designed for their respective bands and had varying

focal lengths, as detailed in Table 2. This setup ensured that

we acquired comprehensive data covering a wide range of

spectral information, as necessary for our analyses.

Following the data collection we utilized Agisoft

Metashape [3] to process the acquired data and generate

high-resolution orthomosaics for both RGB and multispec-

tral images. The resulting GSD for RGB images was 0.54

cm, providing us with the capability for a thorough visual

examination of the entire crop field. Meanwhile, the mul-

tispectral images achieved a GSD of 0.92 cm, offering us

valuable insights into plant health and vitality that go be-

yond what is visible to the naked eye. As a result, the or-

thomosaics processed from RGB and multispectral (MS)

images exhibit different GSDs. Furthermore, the Real-

Time Kinematic Positioning (RTK) module captures the in-

dividual location of each camera’s imaging center. Differ-

ent mounting locations of the sensors, combined with the

positional inaccuracies, lead to image offsets during post-

processing of the RGB and MS data, as depicted in Figure 3.

The data set is categorized into two main groups: UAV-

acquired 3-band RGB and multispectral imagery compris-

ing near-infrared, green, and red bands. It includes a total of
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Figure 3. Image offsets between RGB (left) and MS (right)

Table 3. Data distribution for training and testing

Data RGB MS Gap labels Plant labels

Train 2,789 2,789 48,007 42,228

Test 678 678 13,566 12,641

Total 3,467 3,467 61,573 54,869

3,467 high-resolution RGB and multispectral images, each

scene of size 430 × 371 pixels. The train/test split was set

at 80/20, with 2,789 images allocated for training and 678

for testing across each data set as shown in Table 3. No-

tably, the number of gap labels is 61,573, of which 48,007

training and 13,566 test labels, while there are 54,869 plant

labels, comprising 42,228 training and 12,641 test labels.

To ensure accurate comparative assessment, achieving

pixel-to-pixel alignment between both imagery data was

crucial. This alignment process involved resampling us-

ing the nearest neighbor method [1], where the multispec-

tral data was adjusted to conform to the optimal image di-

mensions of the higher-resolution RGB data, specifically at

430 × 371 pixels. We interpolate the original image using

the nearest neighbor resampling method. Additionally, in

our research we share label annotation between RGB and

multispectral data, thus using identical labels for various in-

puts. This is possible due to the alignment between the two

data sources, which we discuss in more detail below.

As we aim to achieve the necessary alignment for both

data sets, this approach necessitates optimized image reg-

istration to ensure valid comparative assessments and to

provide a foundation for the future utilization of identical

training data across multiple inputs. In this study, for im-

age registration we use Oriented Features from Accelerated

Segment Test (FAST) and Rotated Binary Robust Indepen-

dent Elementary Features (BRIEF), introduced as ORB in

[37]. It combines efficient keypoint detection and com-

pact descriptor, tailored to respect keypoint orientation for

Figure 4. Keypoint identification

improved matching accuracy across various image orienta-

tions. The process begins with FAST detecting key points

by evaluating a circular pixel arrangement around candidate

pixels, ensuring feature significance through intensity con-

trast [36], as illustrated in Figure 4. Subsequently, ORB cal-

culates each keypoint’s orientation using intensity centroid,

ensuring rotation invariance, and utilizes a rotated version

of the BRIEF descriptor that adapts to the keypoint’s orien-

tation, capturing the local intensity pattern [8]. Keypoints

across images are matched by performing a brute-force

comparison of their binary descriptors. Random Sample

Consensus (RANSAC) is then employed iteratively to re-

fine the homography matrix, helping to accurately align im-

ages despite potential distortions or discrepancies caused by

factors such as perspective changes, sensor noise, or envi-

ronmental conditions. It selects match subsets and evaluates

transformation accuracy through inlier assessment, which is

crucial for precise image stitching [10].

3.2. Data Labeling

We used a semi-supervised approach to label the data,

which involved the creation of bounding box annotations

marked on multispectral imagery using AnyLabeling soft-

ware [31]. In particular, 200 images were manually labeled

and used to train a YoloV8 model, which was utilized to ex-

pedite the process by automatically labeling the remaining

unlabeled data. Every label was then manually verified, and

all labels found to be incorrect or misdirected were manu-

ally corrected by human annotators.

The distribution of bounding box labels for each class

(i.e., maize plants and gaps) used in this semi-supervised

approach is summarized in Table 3, with detailed data la-

bels statistics further illustrated in Figure 5. As can be seen

in the figure, maize plant bounding boxes tend to be very
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Figure 5. Label statistics showing the detailed distribution of positions and bounding box dimensions of training data: (a) shape of bounding

boxes; (b) size of bounding boxes; (c) coordinates of bounding boxes

compact, while gaps exhibit larger and wider bounding box

shapes (as observed in Figures 5a and 5b). Moreover, in

Figure 5c we can see that neither of the classes is localized

and both can instead be found in all parts of the field, with

near-uniform distribution along both x- and y-axes.

4. Methodology

In this section we describe a novel approach of multi-task

end-to-end architecture for joint detection of maize plants

and gaps between them. In particular, we address the objec-

tives of plant and gap detection concurrently, while optimiz-

ing a unified loss function. This approach ensures a holistic

optimization of both tasks, as well as simplified training and

inference processes.

In our multitask end-to-end architecture, each plant and

gap instance is represented by a set of coordinates denoted

as {x, y, w, h}, where x and y denote the x- and y- coordi-

nates of the bounding box’s top-left corner, respectively, w

denotes the width and h denotes the height of the bound-

ing box. These coordinates are used to precisely localize

the position and describe the size of each plant and the gap

within the input images.

When it comes to loss computation, the model distin-

guishes between maize plants and gaps by calculating sep-

arate losses for each task using their bounding box param-

eters. This tailored approach enables effective model train-

ing by optimizing parameters specifically for each detection

task, thus improving performance and accuracy. We utilize

the smooth L1 loss function for both tasks to quantify the

disparity between predicted and ground truth bounding box

parameters. In particular, we optimize the bounding box

regression loss Lreg , computed as

Lreg =
∑

r∈{x,y,h,w}

smooth-L1(r − r∗), (1)

where smooth-L1 is computed as

smooth-L1(r) =

{

0.5r2 if |r| < 1,

|r| − 0.5 otherwise.
(2)

Here, r represents the predicted bounding box regres-

sion targets, while r∗ denotes the corresponding regression

ground truth. The regression loss is coupled with class-

based cross-entropy loss with soft-max activation, and the

combined per-pixel losses result in a unified framework that

ensures precise localization and accurate classification of

plants and gaps in input images.

As another important aspect of our methodology, we

want to emphasize that we used both RGB and multispec-

tral images as inputs to the model for which the above losses

are minimized. The description of utilized data sources and

image type is elaborated more extensively in Section 3.

5. Experiments

5.1. Experimental Setup

For the task encompassing plant count and gap identifica-

tion, we evaluated the performance of two popular object

detectors, namely Faster R-CNN [35] and YoloV8 [20].

Faster R-CNN has widespread adoption having demon-

strated robust performance in agriculture applications [24,

26, 34, 38, 39], and we use its Detectron2 implementation

[45]. Conversely, YoloV8 gained popularity due to good

detection performance and efficient real-time inference, and

we use its Ultralytics implementation [20]. We compare the

detection frameworks using RGB and multispectral imagery

data sets, each comprising three spectral bands.

For the single tasks of plant count and gap identification,

Faster-RCNN and YoloV8 were trained with batch sizes of

4 and 8 for 500 and 200 epochs, with learning rates of 0.05

and 0.01, respectively, with a weight decay of 0.0005 for

5407



both data sets. For multi-task, Faster R-CNN underwent

training for 1000 epochs with a batch size of 4, a learning

rate of 0.0005, and a weight decay of 0.0005. This model

exhibited divergence during training when higher learning

rates were applied, leading us to opt for a lower learning

rate. However, YoloV8 was trained for 310 epochs as there

was no significant improvement observed during the final

50 epochs, prompting us to stop training at 310 epochs. The

training procedure employed a batch size of 8, a learning

rate of 0.01, and a weight decay of 0.0005. Despite employ-

ing a larger batch size, YoloV8 demonstrated faster training,

which led us to use a batch size of 8.

Both models were applied to both RGB and multispec-

tral data sets to perform the tasks of plant count and gap

detection. This comprehensive evaluation enabled us to as-

sess the efficacy of Faster R-CNN and YoloV8 across varied

spectral representations, providing insights into their appli-

cability in real-world scenarios. The model performance

was evaluated using a range of commonly utilized metrics,

including precision, recall, and F1-score. To assess the

model performance utilizing inputs of RGB and MS for the

single and multi-task detection of plants and gaps in maize

fields, the precision and recall scores were calculated for

each model across every class using a specified threshold

value, obtained based on the highest F1-score value over

a complete threshold range. An optimized threshold range

from 0.3 to 0.55 was obtained, varying depending on the

task, data source, and model. Additionally, cumulative met-

rics of F1-score, precision, and recall were computed based

on average PR curves of both classes (denoted respectively

as Cum.F1, Cum.P, and Cum.R).

5.2. Two-Stage Baseline for Gap Identification

The baseline approach utilizes an object detection model

to detect plants in images by outlining them with bound-

ing boxes. Once the plants are detected, their spatial ar-

rangement is analyzed to identify gaps between them. This

is achieved by examining the distances between adjacent

plants and applying criteria such as minimum distance

thresholds. In an earlier study [14] the plant rows were

defined by connecting centroids of identified plants, ensur-

ing connections within a typical row gap distance of around

75cm. These connections formed polylines, which were

extended to intersect neighboring polylines, marking the

inter-row spacing. These row lines also facilitated group-

ing plants within each row and identifying gaps between

them. Gaps exceeding the expected spacing between plants

(approximately 45cm) were targeted for reseeding during

germination to optimize yield. In this procedure, if a row

lacks any plants it becomes impossible to detect a gap since

the gap identification relies on the presence of plants within

the row, as illustrated by the yellow box in Figure 6. In con-

trast, our novel approach proposes to simultaneously iden-

(a) Maize plant detection (b) Jointly detecting maize and gaps

Figure 6. Variations in detection results; yellow box in (a) indi-

cates missed gap due to absence of any plant, while green boxes in

(b) indicate gap detection through multi-task deep-learned model

tify both the maize plants and the gaps between them. This

concurrent detection streamlines the gap identification pro-

cess, enhancing overall efficiency. It reduces the risk of

overlooking gaps, resulting in higher accuracy in gap detec-

tion and overall field analysis. Additionally, this approach

is adaptable to various agricultural settings and crop types,

offering flexibility in its application across different scenar-

ios and environments.

Gap detection in maize fields was conducted using the

Faster R-CNN model, aiming to improve upon previous

methods that relied solely on precise plant counting. Ini-

tially, the Faster R-CNN model was employed for maize

plant detection [14]. The study involved classifying maize

and non-maize plant objects using a data set of a total of

3467 images. The evaluation showed promising perfor-

mance metrics, with a plant detection precision of 96%.

However, instances of mis-detected gaps were observed,

mainly due to inaccuracies in plant detection, highlighting

the model’s reliance on accurate plant identification for ef-

fective gap delineation.

5.3. Results

This section presents the findings and performance evalua-

tion of the proposed methodology in plant and gap detec-

tion. The results are organized to highlight key findings,

trends, and comparisons with different approaches, provid-

ing insights into the efficacy and potential applications. In

Table 4 we provide the results of Faster RCNN and YoloV8

models related to plant density and gap identification using

RGB and MS data sets. In our experiments, we evaluated

the performance of both models for individual tasks, as well

as conducted a comparison between single-task and multi-

task approaches on both data sets.

In our first experiment, detecting maize plants using the

RGB data set (see Table 4, named Plants Only), Faster-

RCNN achieved a precision of 95% and a similar recall

of 95.3%, while YoloV8 attained a precision of 95% and a

recall of 94%. Slightly better, in the MS data set Faster-

RCNN demonstrated a precision of 96% and 96.7% re-
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Table 4. Evaluation summary of single- and multi-task performance on plant counting and gap detection

Task Data set Models Class Prec. Recall Cum.F1 Cum.P Cum.R

Plant

Only

RGB
Faster-RCNN

Maize Plant

0.950 0.953 0.951 0.950 0.953

YoloV8 0.950 0.940 0.946 0.951 0.941

MS
Faster-RCNN 0.960 0.967 0.963 0.960 0.967

YoloV8 0.961 0.951 0.956 0.961 0.951

Gaps

Only

RGB
Faster-RCNN

Gaps

0.943 0.941 0.942 0.943 0.941

YoloV8 0.933 0.948 0.940 0.933 0.949

MS
Faster-RCNN 0.963 0.954 0.958 0.963 0.954

YoloV8 0.960 0.947 0.954 0.96 0.947

Plant

+ Gaps

RGB

Faster-RCNN
Maize Plant 0.963 0.951

0.948 0.949 0.946
Gaps 0.937 0.942

YoloV8
Maize Plant 0.948 0.950

0.941 0.945 0.937
Gaps 0.942 0.925

MS

Faster-RCNN
Maize Plant 0.975 0.966

0.965 0.970 0.960
Gaps 0.965 0.955

YoloV8
Maize Plant 0.955 0.969

0.956 0.956 0.955
Gaps 0.957 0.942

call, whereas YoloV8 with 95.1% recall reached a preci-

sion of 96.1%. Notably, both Faster R-CNN and YoloV8

performed slightly better across all evaluation metrics using

the MS data set.

However, when focusing on gap detection, our sec-

ond experiment (see Table 4, named as Gaps Only) eval-

uated model performance for detecting gaps irrespective of

plant presence, which was previously considered crucial for

achieving satisfactory precision [14]. In the RGB data set,

Faster-RCNN achieved a precision of 94.3% and a recall

of 94.1%, while YoloV8 reached a precision of 93.3% and

a recall of 94.8%. In the MS data set, Faster-RCNN ex-

celled with a precision of 96.3% and a recall of 95.4%

while YoloV8 attained a precision of 96% and a recall of

94.7%. Significantly, both models demonstrated consider-

able improvements, notably surpassing the performance of

the multispectral data set when compared to the RGB data

set by approximately 3% across all metrics. Considering

the richer information offered by multispectral data com-

pared to RGB, it showed superior performance in both plant

count and gap detection tasks.

In the third experiment (see Table 4, named Plants +

Gaps), we analyzed the multi-task approach to plant and

gap detection, and the performance of Faster-RCNN and

YoloV8 for RGB and MS data. Using a multi-task ap-

proach to plant and gap detection with RGB data, the F1-

score of Faster-RCNN and YoloV8 was 0.948 and 0.941,

comparatively lower than their performance using the MS

data that yielded an F1-score of 0.965 and 0.956, respec-

(a) Gaps Only (b) Plant & Gaps

Figure 7. Comparison of single-task baseline versus multi-task

approach for gap detection; the yellow rectangle indicates the area

of false positive gap detections

tively. The assessment revealed promising results, partic-

ularly with Faster RCNN achieving a precision of 97.5%

for plant and 96.5% for gap detection on multispectral

data, challenging previous assumptions regarding the de-

pendency of gap identification on accurate plant detections.

5.4. Qualitative Analysis

Across all tasks, the RGB data consistently displayed a

higher number of false positives (FPs) compared to the mul-

tispectral images, indicating a tendency to misclassify non-

plant or non-gap features as plants or gaps. For instance, in

RGB-based multiclass identification 860 FPs were recorded

compared to 459 in the multispectral data for the same task.

Furthermore, the evaluation metrics displayed better results

in multispectral data compared to RGB (see Table 4, Plant

5409



Figure 8. FP detections of plants and gaps; red box indicates

ground truth data and green corresponds to detected objects

+ Gaps) with a cumulative precision of 0.970 for multi-

spectral, notably higher than 0.949 for RGB, when utiliz-

ing Faster-RCNN for multi-task detection. These findings

underscore the benefit of multispectral over the RGB data.

In addition, the tendency of mis-detection or false pos-

itives was observed in single task approach of gap detec-

tion. Highlighted in Figure 7, the yellow area indicates the

false positive gaps, which represent the instances where the

single-task approach for gap detection incorrectly marked

overlapping gaps. This failure is however not observed

with multi-task approach, where the model could better out-

line the gaps along with plant identification. The multi-task

identification of plants and gaps not only decreased the in-

cidence of false positives but also yielded enhanced cumu-

lative precision from 96% to 97% on multispectral data (as

shown in Table 4).

The concurrent application of end-to-end deep learning

models for gap identification on multispectral data through

a multi-task approach revealed certain limitations, besides

promising results. As shown in Figure 8, the discrepancies

between the detected objects and the ground truth data are

evident. The highlighted instances, where the model over-

looked the presence of plants and gaps, resulting in false

positive detections, incorrectly elongating gaps across mul-

tiple instances. The occurrence of false positive gaps and

plants in the multi-task detection underscores the shortcom-

ings of the present approach, emphasizing the necessity for

further refinement of the models to rectify overlooked de-

tections. These observed limitations indicate the scope for

potential improvement in methodology.

6. Conclusion

In this study we presented a detailed evaluation of the per-

formance of different models across various tasks and data

sets, related to plant and gap detection in maize fields. This

analysis offers valuable insights into the models’ effective-

ness and suitability for early problem detection and mitiga-

tion in agricultural applications. Notably, our findings high-

light the potential of multi-task learning, demonstrating the

models’ ability to identify multiple classes within single in-

stances with high precision and recall. Moreover, our study

emphasizes the promising results of using the multispectral

data set over RGB, yielding better performances despite its

lower resolution. This underscores the importance of con-

sidering spectral information in agricultural applications.
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