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Abstract

Achieving fully autonomous driving requires not only un-
derstanding the current surrounding conditions but also pre-
dicting how objects that could lead to potential risks may
change in the future. Predicting potential risk regions, es-
pecially where pedestrians or vehicles might suddenly ap-
pear, is crucial for safe autonomous driving and accident
avoidance. Constructing datasets annotated with potential
risk regions is costly. Therefore, conventional methods have
proposed blind spot estimation using depth maps or segmen-
tation masks through automatic labeling. However, these
methods are limited in applicability due to their reliance on
camera parameters or point clouds.

In this study, we propose a method to automatically gen-
erate labels from depth maps and segmentation masks and
estimate potential risk regions in 2D. Our automatic labeling
algorithm relies solely on images, making it applicable to
all onboard camera datasets. To demonstrate the effective-
ness of our approach, we define regions where pedestrians
or vehicles might emerge from blind spots as potential risk
regions and annotate them to create a new dataset extended
with potential risk region annotations. Experiments using
the Cityscapes Dataset show that weakly training with la-
bels generated by our proposed method achieves equal or
superior accuracy compared with supervised training with
manually annotated ground truth (GT). Furthermore, exper-
iments using the Mapillary Vistas Dataset and BDD100K
Dataset demonstrate the versatility of our approach.

1. Introduction
Advancements in perception, prediction, and planning en-
abled by deep learning have propelled progress toward
achieving fully autonomous driving. Moreover, hardware
advancements, such as cameras and LiDAR, are crucial
technologies supporting the deployment of large-scale im-
age recognition models. Consequently, real-time processing
capabilities during operation have improved, enhancing the
ability to avoid traffic risks. However, in autonomous driving
and driver-assistance systems, crucial perception functions

A

C

B

D

Figure 1. Labels of potential risk regions assigned by different la-
beling methods and prediction results of the risk region estimation
model trained with each label. A is the label of the potential risk
region generated by the proposed method, and B is the manually
assigned label. C and D are the prediction results of the model
trained with labels A and B, respectively.

such as object detection [15, 21] and semantic segmenta-
tion [3, 25] are limited to pre-defined objects perceptible
to sensors. Consequently, it is challenging to respond to
pedestrians or other vehicles suddenly emerging from cam-
era blind spots. Establishing safe driving techniques requires
not only understanding the current surrounding conditions
but also predicting how objects that could lead to poten-
tial risks in the future will evolve. In particular, predicting
potential risk regions where pedestrians or vehicles might
suddenly appear is crucial for safe autonomous driving and
accident avoidance. These regions typically coincide with a
driver’s blind spots or regions not covered by onboard cam-
eras. Therefore, conventional object detection and semantic
segmentation struggle to address these regions because they
focus solely on predefined objects and are unable to recog-
nize entirely unobserved regions or objects.

Why do methods that achieve state-of-the-art accuracy in
automotive camera datasets [23, 28, 30] fall short of the risk
avoidance required in driving scenarios, even though they
are comparable to human recognition capabilities? There-
fore, in scenarios such as residential regions with many
parked vehicles or in poor visibility conditions like at night
or during rain, humans prepare for unexpected incidents by
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reducing driving speed. Such anticipatory driving repre-
sents the crisis avoidance ability inherent in humans and is a
crucial capability that deep learning models should acquire
to reduce traffic accidents. Methods to obtain crisis avoid-
ance capabilities akin to humans include techniques like
ours, which estimate potential risk regions in 2D, as well as
methods directly estimating regions in 3D using point clouds
and similar data. At this juncture, the most critical aspect
is preparing large-scale datasets with annotations of poten-
tial risk regions. However, annotating potential risk regions
with clear definitions for large datasets is challenging. In
particular, annotations on videos or point clouds are practi-
cally impossible due to their difficulty and the immense time
required.

The main contributions of our study are twofold. First,
we introduce an algorithm that automatically generates la-
bels for potential risk regions using a highly accurate pre-
trained model, along with a newly constructed dataset an-
notated manually with such regions, specifically tailored for
the Cityscapes Dataset [6]. This newly constructed dataset
is referred to as the Potential Risk Dataset (PRD). The
first contribution, the automatic labeling algorithm, a new
weakly supervised potential risk regions estimation method
using those labels, and, selectively extracts potential risk
regions that may adversely affect a vehicle’s driving from
blind spots, common in any scene. Furthermore, the depth
estimation and segmentation models used in the automatic
labeling algorithm are not restricted to specific models, en-
abling adaptability to various scenes and domains, enabling
the selection of appropriate models for any driving scene.

The second contribution, the PRD, serves as a bench-
mark for the potential risk region estimation task and is used
to evaluate the labels generated by the proposed automatic
labeling algorithm. Experimental results demonstrate that
a potential risk region estimation model trained using la-
bels generated by the automatic labeling algorithm achieves
comparable accuracy to a supervised model trained with
manually annotated ground truth (GT), as shown in Fig. 1.
Additionally, experiments conducted using the Mapillary
Vistas Dataset [20] and BDD100K Dataset [27], constructed
with images collected from various regions, demonstrate the
adaptability of the proposed automatic labeling algorithm
across diverse scenes.

In summary, the contributions of this study are as follows.

• Extension of the Cityscapes Dataset through
the addition of annotations for potential risk re-
gions.

• A new weakly supervised method for estimat-
ing potential risk regions using weakly labels
generated by the proposed automatic labeling
algorithm.

• Proposal of an automatic labeling algorithm for
potential risk regions adaptable to all onboard

camera datasets.

2. Related Work
Establishing safe driving techniques requires preparation
for pedestrians or vehicles emerging from blind spots of
drivers or onboard cameras. Therefore, methods for es-
timating risk regions in advance using sensor information
installed in vehicles have been studied. These methods can
be broadly classified into two categories. One is the use of
fully supervised learning methods, which define risk regions
where pedestrians or vehicles may emerge, annotate existing
datasets, and train risk region estimation models using fully
labeled data. The other is weakly supervised learning meth-
ods that utilize various sensors attached to vehicles to detect
blind spots within onboard cameras and train blind spot esti-
mation models by treating them as labels. In this section, we
review risk region estimation using fully supervised labels
and blind spot estimation using weakly supervised labels.

2.1. Risk Region Estimation

Several methods have been proposed for estimating risk re-
gions using manual annotations as GT labels, defining re-
gions where pedestrians or vehicles may emerge [17, 22].
Kozuka et al. [17] defined risk regions as those where
pedestrians may emerge and proposed a risk region esti-
mation method utilizing one-pixel annotations at the center
of risk regions and a regression-based loss function. How-
ever, since predefined risk regions are limited to those where
pedestrians may emerge, it is challenging to address regions
where vehicles or objects other than pedestrians may emerge.
Shimomura et al. [22] defined potential risk regions as those
where pedestrians or vehicles may emerge and constructed a
new dataset by adding annotations to the Cityscapes Dataset.
Similar to Kozuka et al., the newly constructed dataset adopts
the one-point annotation method, resulting in a small pro-
portion of image regions and limited information available
during training. To address the issue of limited information
in potential risk regions during training, this study solved
the problem by expanding distance-based labels using depth
bias in outdoor images [4] and Gaussian filtering. Addition-
ally, the formulation of a potential risk region as a probability
distribution estimation problem enabled the introduction of
a loss function to handle imbalanced teacher labels, solving
the issue of considering relationships between pixels and
enabling the estimation of potential risk regions.

2.2. Blind Spot Estimation

Instead of manually creating teacher labels for blind spots,
methods for estimating blind spots using LiDARs, cameras,
and pre-trained depth estimation or segmentation models
have also been explored [9, 16, 24, 29]. Zhou et al. [29]
proposed a method to identify the nearest blind spot regions
by calculating vertical gradients using depth maps and to
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Figure 2. Potential Risk Regions Distribution for Cityscapes Dataset.The x-axis and y-axis axes correspond to Cityscapes’ default image
size.

early detect pedestrians appearing from blind spots through
pedestrian object detection. However, it remains challeng-
ing to address multiple blind spot regions present in arbitrary
scenes. Furthermore, in early detection, it is difficult to avoid
collisions unless the moving speeds of the vehicle and pedes-
trians emerging from blind spots are slow enough to be rec-
ognizable by the camera. Sugiura et al. proposed a method
to generate probabilistic multi-hypothesis occupancy grid
maps (OGMs) for blind spot regions and obstacles using
measurements from 2D range sensors or monocular camera
images [24]. While there are several methods to generate
OGMs using surrounding vehicle environmental informa-
tion [1, 13], they face challenges such as the high cost of
learning using point cloud data for generating teacher data
and limited operable scenes.

Odagiri et al. [16] defined blind spots as the points of
contact between the road surface and potential risk objects
emerging from them, in contrast to the aforementioned meth-
ods that generate OGMs. Therefore, it becomes possible to
directly estimate the distance to blind spots from a single
depth map without the need for complementary frames for
invisible regions like Fukuda et al. [9]. However, since
the generated blind spot regions are projected onto the road
surface, there is a possibility of adverse effects on driv-
ing when the eye level drops. Additionally, the evaluation
through experiments is limited by the small number of man-
ually annotated labels provided for the KITTI Dataset [10],
indicating insufficient comparison of accuracy with models
trained using manually annotated labels and effectiveness
assessment using other datasets.

3. Potential Risk Dataset
We provide precise annotations of potential risk regions
in the Cityscapes Dataset collected in 50 cities, including
Germany and neighboring countries.

Data Risk scene UnRisk scene Workers
Train 2741 234 4
Val 461 39 3
Test 1460 40 4

Table 1. Annotation details for Cityscapes Dataset [6], where Risk
scene indicates the number of scenes that contain potential risk
regions and UnRisk scene indicates the number of scenes that do
not contain potential risk regions and UnRisk scene indicate the
number of scenes that contain and do not contain potential risk
regions.

3.1. Potential Risk Annotations

The newly constructed Potential Risk Dataset (PRD) was
annotated by four individuals with extensive driving experi-
ence. Annotating potential risk regions is challenging due to
the inability to define them on the basis of object boundaries,
as in object detection or semantic segmentation. Therefore,
similar to Kozuka et al. [17], we adopted a 1-point anno-
tation method in this study. Annotators were assigned to
each city in Cityscapes Dataset to prevent multiple annota-
tors from annotating the same city. The annotation criteria
were defined as regions where pedestrians or vehicles may
emerge and affect the vehicle’s trajectory. Therefore, not all
scenes in the Cityscapes GtFine Dataset [6] are annotated.
Conventional potential risk region datasets [22] consider
intersections and crossroads where pedestrians or vehicles
may emerge but do not affect the vehicle’s trajectory. How-
ever, annotating potential blind spots caused by intersections
and crossroads is challenging because potential ones cannot
be accurately annotated from 2D onboard camera images
due to the inability to consider road structures. Therefore,
annotations for intersections and crossroads are not pro-
vided in PRD. Tab. 1 shows the number of annotators for
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Dataset Train Val Test
Shimomura et.al [22] 6,673 1,403 3,559

Ours 20,987 3,463 13,972

Table 2. Number of potential risk regions for each data in
Cityscapes[6].

each dataset and the percentage of scenes containing po-
tential risk regions. The annotation for the entire dataset
takes 4160 minutes, requiring approximately 54 seconds per
image.

3.2. Statistical analysis

We compare the number of potential risk region annotations
in our newly constructed PRD and the dataset by Shimomura
et al. [22] in Tab. 2. It can be observed that there are
more than three times as many annotations for potential risk
regions in both the Train and Test datasets and more than
twice as many annotations in the Val dataset. Furthermore,
the distribution of potential risk region annotations per data
is illustrated in Fig. 2. Unlike Shimomura et al., our newly
constructed dataset does not consider blind spots caused
by intersections and crossroads as potential risk regions,
resulting in a concentration of risk regions towards the image
centers.

4. Proposed Method
This section describes main component: an automatic la-
beling method for discontinuous regions detected using gra-
dients of depth maps used to learn weakly supervised latent
risk region estimation.

4.1. Automatic labeling algorithm for potential risk
regions

Detection of blind spot regions using depth maps. As
discussed in Section 3, manual annotation of potential risk
regions can be costly even when using a single-point anno-
tation method. In our proposed approach for generating po-
tential risk labels using weak supervision, we extract blind
spot regions for any object by detecting discontinuities in
predicted depth maps and performing class selection using
segmentation. An overview of the proposed automatic la-
beling method for potential risk regions is shown in Fig. 3.
The regions where pedestrians or vehicles might suddenly
emerge cannot be visually confirmed by drivers and may
appear suddenly from behind obstacles. Therefore, in this
study, we define blind spot regions calculated from depth
maps as potential risk regions. Our approach uses ZoeDepth
[2], capable of estimating relative and absolute depth with-
out requiring fine-tuning, for depth estimation. Our discon-
tinuity detection algorithm is adaptable to any scene, and
thus differences in depth scale or variations in depth over

time at different instances pose no issue. To identify image
coordinates where distances change discontinuously using
the normalized depth map 𝐷 predicted by ZoeDepth for any
image 𝐼 ∈ R(𝐶×𝐻×𝑊 ) , we perform second-order differenti-
ation in the horizontal direction. We define functions 𝐹𝑖𝑛
and 𝐹𝑜𝑢𝑡 to segment the horizontal derivatives of the depth
map.

𝐹in (�̂�, 𝑥, 𝑦) =
{

max(�̂�𝑥+1,𝑦 − �̂�𝑥,𝑦 , 0) if 𝑥 < 𝑊
2

max(�̂�𝑥−1,𝑦 − �̂�𝑥,𝑦 , 0) otherwise,
(1)

𝐹out (�̂�, 𝑥, 𝑦) =
{

max(�̂�𝑥−1,𝑦 − �̂�𝑥,𝑦 , 0) if 𝑥 < 𝑊
2

max(�̂�𝑥,𝑦 − �̂�𝑥+1,𝑦 , 0) otherwise,
(2)

where, 𝑥 and 𝑦 denote the indices of the matrix. In com-
puting the gradient between adjacent pixels in 𝐷 Eq. (1)
extracts the depth variations from the left half of the image
towards the right and vice versa. Eq. (2) isolates the depth
variations from the right half towards the left and vice versa.
By utilizing Eq. (1) and Eq. (2), we can compute the hor-
izontal distance gradients 𝐺+ ∈ R𝑊×𝐻 and 𝐺− ∈ R𝑊×𝐻
from the predicted depth map 𝐷.

𝐺+ (𝑥, 𝑦) = 𝐹in (−𝐹in (�̂�, 𝑥, 𝑦), 𝑥, 𝑦), (3)

𝐺− (𝑥, 𝑦) = 𝐹out (−𝐹out (�̂�, 𝑥, 𝑦), 𝑥, 𝑦), (4)

where, Eq. (3) and Eq. (4) invert the magnitude of the first-
order differentials to store the gradient computation results
in neighboring pixels. Additionally, to define potential risk
regions as blind spots where pedestrians or vehicles may
suddenly emerge, we use a threshold to confine the risk re-
gions to spaces where vehicles or pedestrians might appear.
The final blind spot region is computed as follows.

𝐺+ = {(𝑥, 𝑦) |𝐺+ [𝑥, 𝑦] ≥ 𝜎}, (5)

𝐺− = {(𝑥, 𝑦) |𝐺− [𝑥, 𝑦] ≥ 𝜎}. (6)

Here, 𝜎 represents the threshold. In this study, empiri-
cally, we set 𝜎 = 0.05. The horizontal distance gradients
obtained through the second-order differentiation, 𝐺+ and
𝐺− , are illustrated in Fig. 4.

The 𝐺+ computed from Eq. (5) detects blind spot re-
gions unrelated to potential risk regions, as illustrated in
Fig. 4. Therefore, from the detected blind spot region 𝐺+

using segmentation, we extract potential risk regions where
pedestrians or vehicles may emerge.
Automatic labeling of potential risk regions using blind
spot and segmentation. In this study, we use mask2former
[5] for segmentation, extracting only the discontinuous re-
gions for any class mask to create labels for potential risk
regions. For any image 𝐼 ∈ R(𝐶×𝐻×𝑊 ) , a binary mask
𝐵𝑀 ∈ R(𝐻×𝑊 ) representing vehicles is created from the
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mask2former [5]

Zoedepth [2]

Result of Segmentation

Result of Depth Estimation Calc Blind spot 

Binary mask

Prior
(car, track, bus, ..)

Weakly Risk Label

Figure 3. Overview of the automatic labeling method. Blind spots detected by the proposed method are shown in red. Symbols indicate
pixel-wise logical AND. The region is intentionally enlarged for visibility.

Figure 4. Blind spots caused by the vehicle classes detected by the
proposed method. Blue indicates forward blind spots for a given
vehicle class, and red indicates rear blind spots.

segmentation mask 𝑀 ∈ R(𝐻×𝑊 ) predicted by mask2former
[5]. The final label 𝑙𝑖 for potential risk regions generated by
automatic labeling is calculated as follows.

𝑙𝑖 = 𝐺+ ∧ 𝐵𝑀, (7)

where, ∧ the pixel-wise logical AND.
Preprocessing of potential risk region labels using depth.
In previous studies, rather than directly using potential risk
regions that occupy a small percentage of the image region
for training, preprocessing with outdoor image depth bias
[22] was used to address imbalanced labels. However, us-
ing preprocessing with outdoor image depth bias makes it
difficult to consider accurate depth in the depth direction.
Additionally, it is challenging to handle scenes where the
road surface on which the vehicle travels does not always
extend straight ahead. Therefore, in this study, we expand
the labels 𝑙𝑖 of potential risk regions at the pixel level using
the depth map 𝐷 used during automatic labeling. The final

Algorithm 1 Preprocess
Require: binary matrix BM, depth map D, scale-f S

1: EM(𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛 𝑚𝑎𝑡𝑟𝑖𝑥) ← copy(BM)
2: RM(𝑟𝑎𝑑𝑖𝑢𝑠 𝑚𝑎𝑡𝑟𝑖𝑥) ← max(D) − D
3: MR(𝑚𝑎𝑥 𝑟𝑎𝑑𝑖𝑢𝑠) ← max(EM) × S
4: 𝑜𝑢𝑡𝑝𝑢𝑡 ← zeros((all pixels))
5: for 𝑦, 𝑥 ∈ range(all pixels) do
6: if BM (𝑦, 𝑥) = 1 then
7: for 𝑖, 𝑗 ∈ range(nearest pixels) do
8: Nearest pixels range is (−MR,MR + 1))
9: if 𝑖2+ 𝑗2 ≤ MR2 then (𝑦′, 𝑥′) ← (𝑦+𝑖, 𝑥+ 𝑗)

10: if 0 ≤ 𝑦′ < 𝑖𝑚𝑔 ℎ ∧ 0 ≤ 𝑥′ < 𝑖𝑚𝑔 𝑤

then 𝑜𝑢𝑡𝑝𝑢𝑡 (𝑦
′, 𝑥′) = 1

11: end if
12: end if
13: end for
14: end if
15: end for
16: 𝑜𝑢𝑡𝑝𝑢𝑡 : Potential Risk Regions after Preprocess

calculation of potential risk region labels is performed by
the Algorithm 1. In this study, we set scale-f=30.

5. Experiments
5.1. Datasets

For evaluation, we adopted two in-vehicle camera datasets.
To investigate the effectiveness of the labels generated by
automatic labeling and demonstrate the adaptability of our
proposed method to various scenes, we conducted experi-
ments using Cityscapes annotated manually by us [6] and
Mapilarry Vistas [20]. These datasets are detailed as fol-
lows.
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Figure 5. Variation of Recall with respect to the threshold of the
weakly label after the application of Gaussian filtering.

CC Recall mAR
0.4982 0.7284 0.4321

Table 3. Justification of weakly labels in the Cityscape testset.

Cityscapes GtFine [6]: Consists of 5,000 images with pre-
cise segmentation annotations collected from 50 cities in
Germany. The training and evaluation datasets contain 2,975
and 500 images, respectively, while the remaining 1,525 im-
ages are for testing.
Mapillary Vistas Dataset [20]: Comprises 25,000 images
with precise segmentation annotations collected from vari-
ous regions worldwide. The training and evaluation datasets
contain 18,000 and 2,000 images, respectively, while the re-
maining 5000 images are for testing.
BDD100K Dataset [27]: Comprises 100,000 images with
precise segmentation annotations collected from various
regions US. The training and evaluation datasets contain
70,000 and 10,000 images, respectively, while the remain-
ing 20,000 images are for testing.

5.2. Implement Details

Automatic Label Generation: In Cityscapes GtFine [6],
Depth maps are generated using ZoeDepth [2] with im-
age sizes of 1024 × 2048. Segmentation masks for class
selection are created with image sizes of 512 × 1024 using
mask2former [5]. During automatic labeling, the matrix size
is adjusted using inter-nearest [11] to ensure that the depth
map and segmentation mask have the same size. The final
potential risk regions are generated from the occluded re-
gions on the far side of any instance on the basis of the prior
knowledge learned from the depth map and mask2former
[5].

In Mapillary Vistas Dataset [20] and BDD100K Dataset
[27], Depth maps are generated with image sizes of 774 ×
1032 using ZoeDepth [2]. Similarly, segmentation masks
for class selection are created with the same image size as the

depth map using mask2former [5]. Subsequent automatic
labeling follows the same procedure as that for Cityscapes.
Hereafter, we refer to the potential risk regions generated by
the proposed method as weakly labels.
Network Structure: The potential risk regions represent
blind spots caused by vehicles or obstacles captured by cam-
eras or human gaze. Therefore, it is crucial for the network
estimating potential risk regions to mimic human visual pro-
cessing mechanisms. To address this, we adopt TranSalNet
proposed by Lou et al. [19], focusing on research in visual
saliency prediction [8, 14, 26]. Lou et al. noted that con-
volutional neural network (CNN) architectures tend to lose
distant contextual information in extracted image features
due to CNN-specific inductive biases [7]. Thus, TranSalNet
integrates Transformer components into a CNN to consider
the ability of the human visual system to understand local
and global visual information. Moreover, in our experi-
ments, we use Resnet-50 [12] as the backbone network.
Training Details: Training is conducted using Nvidia RTX
A6000. Subsequently, a Gaussian filter is applied with a
kernel size of 5 × 5. Images are resized using inter-nearest
interpolation to 320 × 640 for Cityscapes and 288 × 384 for
Mapillary Vistas. The loss function uses a weighted linear
combination of Exponentially Weighted MSE Loss and Total
Variation Distance, similar to Shimomura et al. [22]. We set
the initial learning rate to 10−4 using the AdamW algorithm
[18], and the model is trained for 60 epochs with a batch
size of 16.

5.3. Justification of Weakly labels

The primary goal of estimating potential risk regions are
to reduce the number of traffic accidents due to undetected
risks when considering operation in real-world applications.
Therefore, the validity of weakly labels is evaluated by the
Correlation Coefficient (CC) between labels and Average
Recall (AR). Tab. 3 presents the quantitative evaluation re-
sults using the Cityscapes test data. Recalls for each thresh-
old are shown in the Fig. 5. The correlation coefficients
and Recall indicate that the weakly label generated by the
proposed method is comparable to the manually annotated
ground truth.

5.4. Evaluation metrics for predicting potential risk
regions

To evaluate the consistency between manually annotated
potential risk region labels, labels generated by the pro-
posed method, and predicted potential risk region labels,
both location-based and distribution-based evaluation met-
rics can be considered. Distribution-based evaluation met-
rics like Correlation Coefficient (CC), adopted in previous
studies [22], do not penalize for undetected or falsely de-
tected regions, which is deemed inappropriate for tasks like
ours that prioritize undetected or falsely detected regions.
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Train Label AUC Precision Recall F1-score Specificity F2-score
Supervised 0.6634 0.9104 0.3283 0.4819 0.9985 0.3762

Weakly 0.6890 0.7103 0.3857 0.4975 0.9924 0.4235

Table 4. Quantitative results with the Cityscapes Test dataset. The evaluation was performed with manually assigned GT labels of potential
risk regions.
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Figure 6. Visualization results from the Cityscapes Test, where GT is ground truth and WL is Weakly Label. The fourth row shows the
prediction results for the model trained with Weakly Label, and the fifth row shows the prediction results for the model trained with GT
labels.

In this study, we focus on the accuracy of detected regions
of potential risk regions and adopt location-based evalua-
tion metrics such as area under the curve (AUC), Precision,
Recall, F1-score, and Specificity. Additionally, consider-
ing the significance of undetected potential risk regions as
crucial incidents leading to traffic accidents, we also incor-
porate the F2-score, which prioritizes Recall. The F2-score
is calculated as follows in Eq. (8).

F2-score =
5 · Precision × Recall
4 · Precision + Recall

(8)

5.5. Comparison with fully supervised learning

We compare the accuracy of models trained using manually
annotated GT labels and potential risk region labels gener-
ated by the proposed method using the Cityscapes Dataset.

Evaluation is conducted using the provided GT annotations.
We aim to achieve equal or superior accuracy compared with
fully supervised learning with GT labels, using potential
risk region labels generated by our automatic labeling al-
gorithm, which does not require extensive annotation costs.
Tab. 4 presents the quantitative evaluation results using the
Cityscapes test data. As the results indicate, models trained
using weakly labeled potential risk regions generated by our
proposed automatic labeling algorithm demonstrate equal or
superior accuracy compared with fully supervised models.
We observed improvements in AUC, Recall, F1-score, and
F2-score compared with fully supervised learning. Specif-
ically, AUC improved by 0.0256 pt, Recall by 0.057 pt,
and F2-score by 0.047 pt. These findings demonstrate that
weakly labeled potential risk regions generated by our pro-
posed automatic labeling algorithm are effective for training
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Figure 7. Visualization results from the Mapillary Vistas Test and BDD100K Test, where the WL (Weakly Label) in the second row is
generated by the proposed automatic labeling algorithm.

potential risk region estimation networks, achieving equal
or superior effectiveness to the GT labels.

5.6. Model Visualization

Fig. 6 illustrates qualitative evaluations on the Cityscapes
test data. The weakly labels generated by the proposed
method are acceptable potential risk region labels compared
with the GT labels. Moreover, focusing on the third row,
the proposed method can generate accurate potential risk
region labels even for distant objects, where manual anno-
tation would be challenging. From the results, the proposed
method is not limited to specific regions or scenes. Overall,
the proposed method demonstrates the ability to detect po-
tential blind spots behind arbitrary objects in various scenes,
indicating that training of potential risk region estimation
models is possible on any data as long as depth estimation
and semantic segmentation are applicable.

5.7. Versatility of the proposed method

The proposed method is not limited to specific datasets.
Therefore, we demonstrate the high versatility of the pro-
posed method using the Mapillary Vistas Dataset and The
BDD100k Dataset [27]. Since both datasets lack ground
truth annotations, we discuss qualitatively based on the eval-
uation results shown in Figure 7. The left three columns
depict results using the Mappillary Vistas dataset, while
the right three columns show results using the BDD100K
dataset. From Figure 7, it is evident that the weakly labels
generated by our proposed method indicate potential risk re-
gions where pedestrians or vehicles might emerge, not only
in the Cityscapes dataset but also in the Mappillary Vis-
tas and BDD100K datasets. Furthermore, the predictions

of the models trained using weakly labels demonstrate the
ability to predict potential risk regions with high accuracy
qualitatively.

While our evaluation is currently limited to qualitative
assessment, we plan to annotate potential risk regions for
Mappillary Vistas and BDD100K datasets in the future, ex-
panding our evaluation beyond qualitative assessment.

6. Conclusion
To achieve potential risk region estimation not limited to
specific domains, we constructed a new dataset along with
an automatic labeling algorithm that does not rely on cam-
era parameters or point clouds for evaluation. The quan-
titative evaluation experiments, comparing models trained
with manually annotated GT labels and models trained with
automatically generated weakly labels, are, to our knowl-
edge, the first of their kind. The automatic labeling algo-
rithm demonstrated its capability to generate labels equiv-
alent to manual annotations by focusing on blind spot re-
gions behind arbitrary instances. Additionally, we trained
models using the GT labels from the newly constructed po-
tential risk region dataset and weakly labels generated by
our proposed method to investigate the effectiveness of our
approach. The results showed that models trained using
weakly labels generated by our proposed automatic labeling
algorithm achieved equal or superior accuracy compared
with models trained using GT labels. This underscores the
effectiveness of our approach in potential risk region esti-
mation.
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