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1. Detectors Training Details

Below we provide additional training details for the de-
tectors used in our study.

1.1. LFCC-GMMs

While this method in [1] is implemented in MATLAB, we
used scikit learn to fit the Gaussian Mixture Models (GMMs).
Tab. 1 presents our ablation study. The M01 version reports
the performance of the method trained in MATLAB using
the parameters provided for the baseline in ASVspoof2019
Challenge [2]. M01 processes 20ms windows with a hop
size of 10ms and frequency components from 30Hz to 8kHz
to obtain Linear Frequency Cepstral Coefficients (LFCCs)
features. The M02 version reports the performance of the
method using same parameters but trained in Python using
scikit learn. The M03 version is implemented in scikit learn
and processes 30ms windows with a hop size of 15ms and
frequency components upto 4kHz to obtain LFCCs features.
Tab. 1 shows the Equal Error Rate (EER) in % of all three
versions on the 𝐷𝑒𝑣𝑎𝑙 set of the ASVspoof2019 dataset.
Two GMMs are trained separately, each one for the bona
fide and synthetic classes using Expectation Maximization
(EM) algorithm. Each GMM has 512 Gaussian mixture
components. The covariance matrix of the Gaussian dis-
tributions was constrained to be a diagonal matrix. For all
three versions, we obtained 20 LFCCs, their deltas and also
delta-delta coefficients as described in [2]. Therefore, we
obtain 60-dimensional features for each small window of the
speech signal (20ms in case of M01 and M02, and 30ms
in case of M03). Since window size in M02 is smaller,
we obtained a higher number of windows in case of M02
as compared to that of M03. We observed that M02 was
relatively more computationally intensive than M03, and was
slow to train but both versions had comparable performance
on the evaluation set of the ASVspoof2019 dataset as shown
in Tab. 1. In our study, we required to evaluate this method
on 0.9 million speech signals, which is why we selected
M03 for our study to examine bias in LFCC-GMMs [1, 3]

Table 1. Ablation on LFCC-GMMs showing EER in % on 𝐷𝑒𝑣𝑎𝑙 .

Version Window Size Hop Size Package 𝑫𝒆𝒗𝒂𝒍

M01 20ms 10ms MATLAB 8.09
M02 20ms 10ms scikit-learn 3.67
M03 30ms 15ms scikit-learn 3.46

Table 2. Ablation on MFCC-ResNet showing EER in % on 𝐷𝑑𝑒𝑣

and 𝐷𝑒𝑣𝑎𝑙 .

Method Version 𝑫𝒅𝒆𝒗 𝑫𝒆𝒗𝒂𝒍

Presented in [4] 3.34 9.33
Using provided model weights >40.00 >40.00
Our retrained version 6.52 11.58

synthetic speech detector.

1.2. MFCC-ResNet

The features used by this detector consist of Mel-
Frequency Cepstrum Coefficients (MFCC), and its first and
second derivatives. The MFCC are obtained using the Short
Time Fourier Transform (STFT) of the speech signal, mel-
spectrum filters and Discrete Cosine Transform (DCT) [4].
We select the first 24 coefficients. Including, its first and
second derivatives, in total, it leads to a feature of dimension
72. We use these parameters because they have the best
performance in [4]. These hand-crafted features are pro-
cessed by a ResNet [5] provided in [4] for synthetic speech
detection.

The weights provided with [4] were for a model which was
trained on MFCC features obtained using the librosa.feature
package. However, later (after the source code and model
weights were released), the package was updated which
changed the number of windows obtained for each speech
signal. Hence, corresponding changes were needed to be
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Table 3. Ablation on Spec-ResNet showing EER in % on 𝐷𝑑𝑒𝑣

and 𝐷𝑒𝑣𝑎𝑙 .

Method Version 𝑫𝒅𝒆𝒗 𝑫𝒆𝒗𝒂𝒍

Presented in [4] 0.11 9.68
Using provided model weights 43.05 42.01
Our retrained version 0.71 10.10

made in the ResNet architecture provided by the authors in
the source code. After making these number of windows
changes, in our first experiment, we evaluated the perfor-
mance of the model weights provided by the authors. There
was a significant drop in performance as compared to the
results presented in [4]. Using the model weights provided
by the authors, we observed an EER higher than 40% on
both development 𝐷𝑑𝑒𝑣 and evaluation 𝐷𝑒𝑣𝑎𝑙 sets of the
ASVspoof2019 Dataset. Hence, we retrained the method
on the ASVspoof2019 dataset and obtained our own model
weights.

We trained this method for 200 epochs using a learning
rate of 5 × 10−5 and a batch size of 32. We selected the
model which performed the best on the validation set of
ASVspoof2019. In Tab. 2, the EER in % on 𝐷𝑑𝑒𝑣 and 𝐷𝑒𝑣𝑎𝑙

sets of the ASVspoof2019 dataset obtained by using our own
model weights are shown. This led to better performance
than directly using the model weights provided by the authors,
hence we used the re-trained version for our bias study.

1.3. Spec-ResNet

For similar reasons as mentioned for MFCC-ResNet, we re-
trained this method. This method obtains a 2048-point STFT
from the speech signal using a window size of 2048 and
hop length of 512. Next, the squares of absolute value of
the STFT are obtained and converted into decibles (dB) scale,
which is a logarithmic scale. We trained this method for
200 epochs using using a learning rate of 5 × 10−5 and a
batch size of 32. The model with the best performance on
the validation set was selected. The EER in % on 𝐷𝑑𝑒𝑣 and
𝐷𝑒𝑣𝑎𝑙 sets of ASVspoof2019 obtained using model weights
provided in [4] and our re-trained model are shown in Tab. 3.
We observed that our re-training helped to reduce EER
significantly. Hence, we use our retrained model weights for
the bias study.

1.4. PS3DT

To obtain mel-spectrogam, we used a Hanning window
of size 25 ms with a shift of 10 ms. As mentioned in [6], we
used 80 frequency bins and fixed input speech signal to 5.12
seconds, resulting in a mel-spectrogram of size 80×512. The
network was trained for 50 epochs with a batch size of 256
and AdamW optimizer [7]. The initial learning rate was set to

10−5 and a weight decay of 10−4 was used. We selected the
model weights which provide best accuracy on the validation
set. We obtained performance same as mentioned in [6].

1.5. TSSDNet

We do not perform any re-training for this method. We per-
formed evaluation using the ResNet style Time-Domain Syn-
thetic Speech Detection Network (TSSDNet) model weights
provided in [8] as the results obtained with it were same as
reported in [8].

1.6. Wav2Vec2-AASIST

We do not perform any re-training for this method. We
used the weights provided by the authors in [9] for this
method as the results obtained with it were same as reported
in [9].

2. Dataset Collection and Pre-Processing
In this section, we provide details about how we collected

dataset for our bias study and how we processed it. For our
age, gender and bias studies, we created 28 evaluation sets.
Each evaluation set has bona fide class and synthetic class as
shown in Fig. 1. We kept synthetic class same in each set.
The sets only differ in terms of bona fide speech signals and
particularly bona fide speakers’ demographics. For collecting
samples for bona fide class we downloaded the Mozilla
Common Voice Corpus 16.1 [10]. It has approximately 1.78
million English speech signals. We pre-processed the dataset
and obtained approximately 0.9 million speech signals having
all the required annotations for our study. To pre-process, we
used the annotations provided in the dataset. To handle large
number of files and its processing, we run parallel process
using GNU parallel [11]. We used all the speech signal with
gender, age and accent annotations. We considered only
annotations which are validated. Also, since each detector is
trained on 16KHz samples. We resampled each speech signal
from the Mozilla Common Voice Corpus (mostly 44KHz) to
16KHz.

For gender, there are three categories: male, female and
others in the Mozilla Common Voice Corpus. In gender
bias study, we fixed the accent to US English as it had most
number of samples available. We studied three most frequent
age groups in the dataset, namely, 20s, 30s and 60s. For
each group, we made two sets: one for male and other for
female. We kept same number of samples for each gender in
gender bias study. We limited our categories to only male
and female as adding other gender samples lead to strong
unbalance in the dataset and for fair evaluation, we wanted to
keep number of samples same for both genders in a particular
age group.

For age, we fixed accent to US English and the age
categories in Mozilla Common Voice Corpus are teens, 20s,
30s, 40s, 50s, 60s, 70s, 80s and 90s. We studied gender bias



Figure 1. Overview of Dataset Preparation for bias study.

in both male and female gender. For a fixed gender, we kept
number of samples same for all age groups. We discarded
age groups 70s, 80s, and 90s as they had limited number of
samples.

For accent, we fixed age group to 20s as it has the most
number of samples. We examined accent bias for male and
female gender separately. There are more than 100 different
labels for accents. However, many labels have even less
than 100 speech samples. In our study, we selected 5 most
frequent accents, namely, US English, Canadian English,
British English, Australian English, South Asian English.
The number of samples are kept same for all the accents.
Note, in future work, we plan to provide more fine-grained
analysis e.g. within bias among accents with US English like
Midwestern Accent, California Accent, and so on.

For each evaluation set, we first obtain a bigger set con-
sisting of bona fide speech with a particular demographic as
shown in Fig. 1. For example, in our gender study for demo-
graphic: speakers in 20s with US Accent, we get a bigger set
with 31,500 speech signals for female and 109,000 speech
signals for male. From both sets, we randomly sample ‘N’ (in
this case: ‘N’ = 31K) speech signals as shown in Fig. 1. This
brings randomness in our experiment, therefore we report
mean metrics and standard deviation obtained from 5 runs of
each experiment. For a given demographic, higher standard
deviation will show that the results are highly dependent
on the content than the demographic itself. We obtained
less than 0.05% standard deviation for all metrics. This
indicates that the detectors and the results are not dependent
on content but demographics in all our experiments. The 28
evaluation datasets used in our age, gender and bias study
and script we created to process the dataset can be found
at https://gitlab.com/viper-purdue/fairssd. We
believe this will help future research in this direction.

3. Absolute Value of FPR and EER

In this section we provide the absolute values of all the
metrics. Notice, each experiment is repeated 5 times to get
the value. We report both mean and standard deviation (SD).
Tab. 4 shows our gender bias study results. Note: D01 is
TSSDNet [8], D02 is Wav2Vec2-AASIST (Wav2Vec2) [9],
D03 is Spec-ResNet [4], D04 is PS3DT [6], D05 is LFCC-
GMMs [1,2], and D06 is MFCC-ResNet [4]. Similar to the
results reported in the paper using difference, we can notice
that 𝐹𝑃𝑅s are higher for males than for female counterparts
for most detectors. Similarly, in Tab. 5 and Tab. 6 we report
our age bias study results for male and female genders. Most
detectors have higher bias (𝐹𝑃𝑅 and 𝐸𝐸𝑅) for people in age
groups teens and 60s. Finally, in Tab. 7 and Tab. 8, we report
results for accents. Most detectors have higher 𝐹𝑃𝑅s and
𝐸𝐸𝑅s for speakers with South Asian and Australian English
accents.

Notice, while theΔ𝐹𝑃𝑅s andΔ𝐸𝐸𝑅 reported in the paper
do not reveal actual performance, the absolute values reported
here reveal absolute performance. We observe that LFFC-
GMMs i.e., D05 has 100% 𝐹𝑃𝑅s with threshold estimated
from an independent dataset i.e. 𝐷𝑒𝑣𝑎𝑙 set of ASVspoof2019.
Hence, this method does not generalize on bona fide speech
from unknown speakers and always misclassifies them as
synthetic. However, the 𝐸𝐸𝑅 can still show bias. As both
classes in each evaluation set have same results on synthetic
class (as synthetic class is same in each set). Hence, higher
𝐸𝐸𝑅 for one demographic group indicates method outputs
higher probability for bona fide speech from one demographic
than that for bona fide speech from other demographic group.

https://gitlab.com/viper-purdue/fairssd


Table 4. Absolute performance of detectors in gender bias study.

Method Data Metric Mean SD Data Metric Mean SD Data Metric Mean SD
𝐷𝑈𝑆−20𝑠−𝑀 𝐹𝑃𝑅1 98.26% 0.086% 𝐷𝑈𝑆−30𝑠−𝑀 𝐹𝑃𝑅1 98.59% 0.032% 𝐷𝑈𝑆−60𝑠−𝑀 𝐹𝑃𝑅1 98.53% 0.013%
𝐷𝑈𝑆−20𝑠−𝐹 𝐹𝑃𝑅1 96.79% 0.008% 𝐷𝑈𝑆−30𝑠−𝐹 𝐹𝑃𝑅1 97.67% 0.013% 𝐷𝑈𝑆−60𝑠−𝐹 𝐹𝑃𝑅1 91.97% 0.075%

D01 𝐷𝑈𝑆−20𝑠−𝑀 𝐹𝑃𝑅2 99.95% 0.007% 𝐷𝑈𝑆−30𝑠−𝑀 𝐹𝑃𝑅2 99.98% 0.011% 𝐷𝑈𝑆−60𝑠−𝑀 𝐹𝑃𝑅2 99.91% 0.000%
𝐷𝑈𝑆−20𝑠−𝐹 𝐹𝑃𝑅2 99.59% 0.005% 𝐷𝑈𝑆−30𝑠−𝐹 𝐹𝑃𝑅2 99.88% 0.004% 𝐷𝑈𝑆−60𝑠−𝐹 𝐹𝑃𝑅2 99.94% 0.006%
𝐷𝑈𝑆−20𝑠−𝑀 𝐹𝑃𝑅3 82.59% 0.157% 𝐷𝑈𝑆−30𝑠−𝑀 𝐹𝑃𝑅3 83.26% 0.273% 𝐷𝑈𝑆−60𝑠−𝑀 𝐹𝑃𝑅3 91.89% 0.034%
𝐷𝑈𝑆−20𝑠−𝐹 𝐹𝑃𝑅3 81.78% 0.038% 𝐷𝑈𝑆−30𝑠−𝐹 𝐹𝑃𝑅3 77.25% 0.071% 𝐷𝑈𝑆−60𝑠−𝐹 𝐹𝑃𝑅3 65.77% 0.246%
𝐷𝑈𝑆−20𝑠−𝑀 𝐸𝐸𝑅 46.57% 0.050% 𝐷𝑈𝑆−30𝑠−𝑀 𝐸𝐸𝑅 43.25% 0.170% 𝐷𝑈𝑆−60𝑠−𝑀 𝐸𝐸𝑅 57.88% 0.020%
𝐷𝑈𝑆−20𝑠−𝐹 𝐸𝐸𝑅 45.12% 0.018% 𝐷𝑈𝑆−30𝑠−𝐹 𝐸𝐸𝑅 44.46% 0.017% 𝐷𝑈𝑆−60𝑠−𝐹 𝐸𝐸𝑅 43.04% 0.059%

𝐷𝑈𝑆−20𝑠−𝑀 𝐹𝑃𝑅1 27.04% 0.046% 𝐷𝑈𝑆−30𝑠−𝑀 𝐹𝑃𝑅1 21.36% 0.310% 𝐷𝑈𝑆−60𝑠−𝑀 𝐹𝑃𝑅1 28.71% 0.043%
𝐷𝑈𝑆−20𝑠−𝐹 𝐹𝑃𝑅1 29.13% 0.033% 𝐷𝑈𝑆−30𝑠−𝐹 𝐹𝑃𝑅1 23.76% 0.036% 𝐷𝑈𝑆−60𝑠−𝐹 𝐹𝑃𝑅1 17.31% 0.204%

D02 𝐷𝑈𝑆−20𝑠−𝑀 𝐹𝑃𝑅2 90.70% 0.131% 𝐷𝑈𝑆−30𝑠−𝑀 𝐹𝑃𝑅2 83.45% 0.379% 𝐷𝑈𝑆−60𝑠−𝑀 𝐹𝑃𝑅2 93.10% 0.032%
𝐷𝑈𝑆−20𝑠−𝐹 𝐹𝑃𝑅2 91.31% 0.018% 𝐷𝑈𝑆−30𝑠−𝐹 𝐹𝑃𝑅2 90.19% 0.034% 𝐷𝑈𝑆−60𝑠−𝐹 𝐹𝑃𝑅2 92.72% 0.096%
𝐷𝑈𝑆−20𝑠−𝑀 𝐹𝑃𝑅3 2.67% 0.112% 𝐷𝑈𝑆−30𝑠−𝑀 𝐹𝑃𝑅3 2.29% 0.090% 𝐷𝑈𝑆−60𝑠−𝑀 𝐹𝑃𝑅3 1.47% 0.016%
𝐷𝑈𝑆−20𝑠−𝐹 𝐹𝑃𝑅3 2.35% 0.014% 𝐷𝑈𝑆−30𝑠−𝐹 𝐹𝑃𝑅3 1.35% 0.029% 𝐷𝑈𝑆−60𝑠−𝐹 𝐹𝑃𝑅3 0.69% 0.009%
𝐷𝑈𝑆−20𝑠−𝑀 𝐸𝐸𝑅 3.87% 0.038% 𝐷𝑈𝑆−30𝑠−𝑀 𝐸𝐸𝑅 3.66% 0.080% 𝐷𝑈𝑆−60𝑠−𝑀 𝐸𝐸𝑅 3.03% 0.016%
𝐷𝑈𝑆−20𝑠−𝐹 𝐸𝐸𝑅 3.67% 0.009% 𝐷𝑈𝑆−30𝑠−𝐹 𝐸𝐸𝑅 2.95% 0.010% 𝐷𝑈𝑆−60𝑠−𝐹 𝐸𝐸𝑅 1.88% 0.035%

𝐷𝑈𝑆−20𝑠−𝑀 𝐹𝑃𝑅1 99.76% 0.029% 𝐷𝑈𝑆−30𝑠−𝑀 𝐹𝑃𝑅1 99.74% 0.008% 𝐷𝑈𝑆−60𝑠−𝑀 𝐹𝑃𝑅1 99.90% 0.003%
𝐷𝑈𝑆−20𝑠−𝐹 𝐹𝑃𝑅1 99.61% 0.004% 𝐷𝑈𝑆−30𝑠−𝐹 𝐹𝑃𝑅1 99.69% 0.004% 𝐷𝑈𝑆−60𝑠−𝐹 𝐹𝑃𝑅1 99.79% 0.009%

D03 𝐷𝑈𝑆−20𝑠−𝑀 𝐹𝑃𝑅2 99.66% 0.021% 𝐷𝑈𝑆−30𝑠−𝑀 𝐹𝑃𝑅2 99.64% 0.058% 𝐷𝑈𝑆−60𝑠−𝑀 𝐹𝑃𝑅2 99.87% 0.003%
𝐷𝑈𝑆−20𝑠−𝐹 𝐹𝑃𝑅2 99.52% 0.007% 𝐷𝑈𝑆−30𝑠−𝐹 𝐹𝑃𝑅2 99.53% 0.006% 𝐷𝑈𝑆−60𝑠−𝐹 𝐹𝑃𝑅2 99.74% 0.018%
𝐷𝑈𝑆−20𝑠−𝑀 𝐹𝑃𝑅3 99.86% 0.015% 𝐷𝑈𝑆−30𝑠−𝑀 𝐹𝑃𝑅3 99.84% 0.011% 𝐷𝑈𝑆−60𝑠−𝑀 𝐹𝑃𝑅3 99.95% 0.000%
𝐷𝑈𝑆−20𝑠−𝐹 𝐹𝑃𝑅3 99.79% 0.004% 𝐷𝑈𝑆−30𝑠−𝐹 𝐹𝑃𝑅3 99.82% 0.006% 𝐷𝑈𝑆−60𝑠−𝐹 𝐹𝑃𝑅3 99.87% 0.017%
𝐷𝑈𝑆−20𝑠−𝑀 𝐸𝐸𝑅 63.15% 0.033% 𝐷𝑈𝑆−30𝑠−𝑀 𝐸𝐸𝑅 61.51% 0.052% 𝐷𝑈𝑆−60𝑠−𝑀 𝐸𝐸𝑅 64.31% 0.009%
𝐷𝑈𝑆−20𝑠−𝐹 𝐸𝐸𝑅 60.19% 0.009% 𝐷𝑈𝑆−30𝑠−𝐹 𝐸𝐸𝑅 60.49% 0.005% 𝐷𝑈𝑆−60𝑠−𝐹 𝐸𝐸𝑅 62.29% 0.018%

𝐷𝑈𝑆−20𝑠−𝑀 𝐹𝑃𝑅1 74.93% 0.132% 𝐷𝑈𝑆−30𝑠−𝑀 𝐹𝑃𝑅1 81.39% 0.278% 𝐷𝑈𝑆−60𝑠−𝑀 𝐹𝑃𝑅1 76.29% 0.051%
𝐷𝑈𝑆−20𝑠−𝐹 𝐹𝑃𝑅1 52.45% 0.024% 𝐷𝑈𝑆−30𝑠−𝐹 𝐹𝑃𝑅1 41.52% 0.022% 𝐷𝑈𝑆−60𝑠−𝐹 𝐹𝑃𝑅1 64.68% 0.125%

D04 𝐷𝑈𝑆−20𝑠−𝑀 𝐹𝑃𝑅2 75.93% 0.192% 𝐷𝑈𝑆−30𝑠−𝑀 𝐹𝑃𝑅2 81.99% 0.248% 𝐷𝑈𝑆−60𝑠−𝑀 𝐹𝑃𝑅2 77.25% 0.056%
𝐷𝑈𝑆−20𝑠−𝐹 𝐹𝑃𝑅2 53.62% 0.037% 𝐷𝑈𝑆−30𝑠−𝐹 𝐹𝑃𝑅2 42.47% 0.051% 𝐷𝑈𝑆−60𝑠−𝐹 𝐹𝑃𝑅2 66.08% 0.147%
𝐷𝑈𝑆−20𝑠−𝑀 𝐹𝑃𝑅3 74.16% 0.149% 𝐷𝑈𝑆−30𝑠−𝑀 𝐹𝑃𝑅3 80.83% 0.240% 𝐷𝑈𝑆−60𝑠−𝑀 𝐹𝑃𝑅3 75.33% 0.059%
𝐷𝑈𝑆−20𝑠−𝐹 𝐹𝑃𝑅3 51.36% 0.016% 𝐷𝑈𝑆−30𝑠−𝐹 𝐹𝑃𝑅3 40.49% 0.050% 𝐷𝑈𝑆−60𝑠−𝐹 𝐹𝑃𝑅3 63.55% 0.162%
𝐷𝑈𝑆−20𝑠−𝑀 𝐸𝐸𝑅 27.96% 0.086% 𝐷𝑈𝑆−30𝑠−𝑀 𝐸𝐸𝑅 33.98% 0.236% 𝐷𝑈𝑆−60𝑠−𝑀 𝐸𝐸𝑅 26.83% 0.027%
𝐷𝑈𝑆−20𝑠−𝐹 𝐸𝐸𝑅 23.02% 0.020% 𝐷𝑈𝑆−30𝑠−𝐹 𝐸𝐸𝑅 19.18% 0.025% 𝐷𝑈𝑆−60𝑠−𝐹 𝐸𝐸𝑅 25.85% 0.040%

𝐷𝑈𝑆−20𝑠−𝑀 𝐹𝑃𝑅1 100.00% 0.000% 𝐷𝑈𝑆−30𝑠−𝑀 𝐹𝑃𝑅1 100.00% 0.000% 𝐷𝑈𝑆−60𝑠−𝑀 𝐹𝑃𝑅1 100.00% 0.000%
𝐷𝑈𝑆−20𝑠−𝐹 𝐹𝑃𝑅1 100.00% 0.000% 𝐷𝑈𝑆−30𝑠−𝐹 𝐹𝑃𝑅1 100.00% 0.000% 𝐷𝑈𝑆−60𝑠−𝐹 𝐹𝑃𝑅1 100.00% 0.000%

D05 𝐷𝑈𝑆−20𝑠−𝑀 𝐹𝑃𝑅2 100.00% 0.000% 𝐷𝑈𝑆−30𝑠−𝑀 𝐹𝑃𝑅2 100.00% 0.000% 𝐷𝑈𝑆−60𝑠−𝑀 𝐹𝑃𝑅2 100.00% 0.000%
𝐷𝑈𝑆−20𝑠−𝐹 𝐹𝑃𝑅2 100.00% 0.000% 𝐷𝑈𝑆−30𝑠−𝐹 𝐹𝑃𝑅2 100.00% 0.000% 𝐷𝑈𝑆−60𝑠−𝐹 𝐹𝑃𝑅2 100.00% 0.000%
𝐷𝑈𝑆−20𝑠−𝑀 𝐹𝑃𝑅3 100.00% 0.000% 𝐷𝑈𝑆−30𝑠−𝑀 𝐹𝑃𝑅3 100.00% 0.000% 𝐷𝑈𝑆−60𝑠−𝑀 𝐹𝑃𝑅3 100.00% 0.000%
𝐷𝑈𝑆−20𝑠−𝐹 𝐹𝑃𝑅3 100.00% 0.000% 𝐷𝑈𝑆−30𝑠−𝐹 𝐹𝑃𝑅3 100.00% 0.000% 𝐷𝑈𝑆−60𝑠−𝐹 𝐹𝑃𝑅3 100.00% 0.000%
𝐷𝑈𝑆−20𝑠−𝑀 𝐸𝐸𝑅 68.59% 0.072% 𝐷𝑈𝑆−30𝑠−𝑀 𝐸𝐸𝑅 70.28% 0.113% 𝐷𝑈𝑆−60𝑠−𝑀 𝐸𝐸𝑅 70.15% 0.024%
𝐷𝑈𝑆−20𝑠−𝐹 𝐸𝐸𝑅 66.56% 0.005% 𝐷𝑈𝑆−30𝑠−𝐹 𝐸𝐸𝑅 69.57% 0.022% 𝐷𝑈𝑆−60𝑠−𝐹 𝐸𝐸𝑅 72.71% 0.034%

𝐷𝑈𝑆−20𝑠−𝑀 𝐹𝑃𝑅1 85.37% 0.097% 𝐷𝑈𝑆−30𝑠−𝑀 𝐹𝑃𝑅1 89.47% 0.166% 𝐷𝑈𝑆−60𝑠−𝑀 𝐹𝑃𝑅1 72.08% 0.117%
𝐷𝑈𝑆−20𝑠−𝐹 𝐹𝑃𝑅1 85.78% 0.020% 𝐷𝑈𝑆−30𝑠−𝐹 𝐹𝑃𝑅1 82.08% 0.065% 𝐷𝑈𝑆−60𝑠−𝐹 𝐹𝑃𝑅1 80.66% 0.135%

D06 𝐷𝑈𝑆−20𝑠−𝑀 𝐹𝑃𝑅2 80.23% 0.169% 𝐷𝑈𝑆−30𝑠−𝑀 𝐹𝑃𝑅2 85.61% 0.237% 𝐷𝑈𝑆−60𝑠−𝑀 𝐹𝑃𝑅2 65.61% 0.063%
𝐷𝑈𝑆−20𝑠−𝐹 𝐹𝑃𝑅2 80.10% 0.025% 𝐷𝑈𝑆−30𝑠−𝐹 𝐹𝑃𝑅2 74.87% 0.021% 𝐷𝑈𝑆−60𝑠−𝐹 𝐹𝑃𝑅2 71.35% 0.145%
𝐷𝑈𝑆−20𝑠−𝑀 𝐹𝑃𝑅3 90.53% 0.101% 𝐷𝑈𝑆−30𝑠−𝑀 𝐹𝑃𝑅3 93.79% 0.166% 𝐷𝑈𝑆−60𝑠−𝑀 𝐹𝑃𝑅3 79.90% 0.032%
𝐷𝑈𝑆−20𝑠−𝐹 𝐹𝑃𝑅3 91.44% 0.011% 𝐷𝑈𝑆−30𝑠−𝐹 𝐹𝑃𝑅3 88.88% 0.039% 𝐷𝑈𝑆−60𝑠−𝐹 𝐹𝑃𝑅3 88.94% 0.104%
𝐷𝑈𝑆−20𝑠−𝑀 𝐸𝐸𝑅 43.51% 0.112% 𝐷𝑈𝑆−30𝑠−𝑀 𝐸𝐸𝑅 46.43% 0.135% 𝐷𝑈𝑆−60𝑠−𝑀 𝐸𝐸𝑅 36.06% 0.062%
𝐷𝑈𝑆−20𝑠−𝐹 𝐸𝐸𝑅 42.12% 0.019% 𝐷𝑈𝑆−30𝑠−𝐹 𝐸𝐸𝑅 39.81% 0.033% 𝐷𝑈𝑆−60𝑠−𝐹 𝐸𝐸𝑅 34.96% 0.068%

4. Obtaining ΔFPR and ΔEER

In this section, we describe how we obtain ΔFPR and
ΔEER reported in the paper from the absolute value of 𝐹𝑃𝑅
and 𝐸𝐸𝑅 reported in Sec. 4. We will use example of age
bias study for male speakers i.e. Tab. 5 to inform about
our calculations. Notice there are 6 different age groups.

For each metric, we first obtained the minimum value. For
example, 𝐹𝑃𝑅1 for detector Wav2Vec2 has the minimum
value for age group 30s in Tab. 5. We refer to this value
as 𝑚𝑖𝑛𝐹𝑃𝑅1 and then report Δ𝐹𝑃𝑅1 := 𝐹𝑃𝑅1 − 𝑚𝑖𝑛𝐹𝑃𝑅1.
Note the minimum will be different for each metric and
detector. We did this so that bias study and results are
not dependent on individual detector performance and help



Table 5. Absolute performance of detectors in male age bias study.

Method teens 20s 30s 40s 50s 60s
Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD

𝐹𝑃𝑅1 97.20% 0.077% 98.23% 0.052% 98.52% 0.161% 97.74% 0.051% 97.74% 0.051% 98.56% 0.106%
TSSDNet 𝐹𝑃𝑅2 99.95% 0.022% 99.96% 0.026% 99.99% 0.008% 99.94% 0.011% 99.93% 0.013% 99.92% 0.015%

𝐹𝑃𝑅3 79.01% 0.169% 82.62% 0.390% 83.12% 0.317% 76.50% 0.199% 78.71% 0.116% 91.84% 0.301%
𝐸𝐸𝑅 44.56% 0.151% 46.49% 0.332% 43.20% 0.151% 41.98% 0.336% 44.36% 0.126% 57.87% 0.130%

𝐹𝑃𝑅1 33.59% 0.353% 27.01% 0.271% 21.71% 0.176% 26.03% 0.307% 27.01% 0.215% 28.61% 0.341%
Wav2Vec2 𝐹𝑃𝑅2 92.00% 0.332% 90.62% 0.324% 83.82% 0.322% 85.04% 0.300% 87.36% 0.183% 93.07% 0.097%

𝐹𝑃𝑅3 4.09% 0.154% 2.63% 0.128% 2.35% 0.184% 4.03% 0.182% 3.23% 0.134% 1.47% 0.073%
𝐸𝐸𝑅 5.07% 0.045% 3.79% 0.086% 3.68% 0.120% 4.90% 0.164% 4.37% 0.051% 2.97% 0.096%

𝐹𝑃𝑅1 99.91% 0.017% 99.76% 0.064% 99.75% 0.045% 99.46% 0.060% 99.82% 0.024% 99.89% 0.028%
Spec-ResNet 𝐹𝑃𝑅2 99.86% 0.029% 99.67% 0.088% 99.65% 0.061% 99.31% 0.061% 99.73% 0.032% 99.88% 0.024%

𝐹𝑃𝑅3 99.95% 0.024% 99.85% 0.029% 99.84% 0.038% 99.74% 0.042% 99.89% 0.006% 99.96% 0.017%
𝐸𝐸𝑅 63.39% 0.105% 63.15% 0.072% 61.46% 0.130% 61.13% 0.122% 62.10% 0.051% 64.32% 0.051%

𝐹𝑃𝑅1 69.56% 0.547% 75.08% 0.551% 81.67% 0.298% 79.80% 0.493% 80.77% 0.237% 76.26% 0.180%
PS3DT 𝐹𝑃𝑅2 70.33% 0.423% 75.91% 0.408% 82.20% 0.347% 80.82% 0.364% 81.76% 0.083% 77.48% 0.454%

𝐹𝑃𝑅3 68.52% 0.292% 73.80% 0.789% 80.86% 0.297% 79.51% 0.205% 79.69% 0.171% 75.43% 0.202%
𝐸𝐸𝑅 27.01% 0.173% 28.04% 0.110% 33.91% 0.186% 28.20% 0.242% 29.81% 0.082% 26.77% 0.073%

𝐹𝑃𝑅1 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000%
LFCC-GMMs 𝐹𝑃𝑅2 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000%

𝐹𝑃𝑅3 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000%
𝐸𝐸𝑅 67.14% 0.117% 68.57% 0.178% 70.33% 0.059% 68.21% 0.122% 69.04% 0.074% 70.21% 0.117%

𝐹𝑃𝑅1 87.08% 0.270% 85.10% 0.299% 89.78% 0.399% 84.20% 0.256% 83.22% 0.120% 71.81% 0.316%
MFCC-ResNet 𝐹𝑃𝑅2 81.88% 0.331% 80.14% 0.355% 85.36% 0.255% 78.78% 0.608% 76.96% 0.289% 65.66% 0.312%

𝐹𝑃𝑅3 92.06% 0.231% 90.48% 0.225% 93.55% 0.169% 89.73% 0.356% 88.89% 0.180% 79.84% 0.232%
𝐸𝐸𝑅 43.94% 0.122% 43.51% 0.263% 46.27% 0.084% 43.27% 0.168% 40.52% 0.174% 35.93% 0.139%

to capture difference in performance by a detector on one
age group versus another. We use similar approach for all
calculating Δ𝐹𝑃𝑅2, Δ𝐹𝑃𝑅3, and Δ𝐸𝐸𝑅.
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Table 6. Absolute performance of detectors in female age bias study.

Method teens 20s 30s 40s 50s 60s
Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD

𝐹𝑃𝑅1 98.45% 0.088% 96.79% 0.241% 97.69% 0.055% 97.66% 0.025% 95.88% 0.063% 91.91% 0.345%
TSSDNet 𝐹𝑃𝑅2 99.91% 0.015% 99.61% 0.074% 99.88% 0.019% 99.80% 0.005% 99.84% 0.019% 99.93% 0.018%

𝐹𝑃𝑅3 83.16% 0.230% 81.91% 0.334% 77.49% 0.245% 63.33% 0.061% 73.85% 0.298% 65.90% 0.245%
𝐸𝐸𝑅 44.22% 0.227% 45.12% 0.213% 44.39% 0.119% 38.30% 0.035% 42.70% 0.121% 43.03% 0.069%

𝐹𝑃𝑅1 35.85% 0.325% 29.53% 0.430% 23.79% 0.284% 30.43% 0.028% 23.24% 0.216% 17.37% 0.324%
Wav2Vec2 𝐹𝑃𝑅2 92.46% 0.178% 91.52% 0.128% 90.04% 0.265% 94.16% 0.012% 88.75% 0.224% 92.79% 0.207%

𝐹𝑃𝑅3 12.78% 0.229% 2.34% 0.180% 1.38% 0.067% 1.87% 0.015% 2.70% 0.117% 0.63% 0.041%
𝐸𝐸𝑅 11.53% 0.152% 3.62% 0.104% 2.88% 0.117% 3.21% 0.011% 3.97% 0.059% 1.92% 0.073%

𝐹𝑃𝑅1 99.80% 0.037% 99.64% 0.090% 99.68% 0.040% 99.70% 0.005% 99.00% 0.063% 99.78% 0.045%
Spec-ResNet 𝐹𝑃𝑅2 99.70% 0.046% 99.53% 0.034% 99.50% 0.024% 99.62% 0.000% 98.80% 0.031% 99.76% 0.053%

𝐹𝑃𝑅3 99.89% 0.013% 99.80% 0.029% 99.81% 0.027% 99.84% 0.000% 99.54% 0.071% 99.87% 0.027%
𝐸𝐸𝑅 58.91% 0.069% 60.14% 0.063% 60.50% 0.099% 61.52% 0.017% 59.13% 0.142% 62.33% 0.075%

𝐹𝑃𝑅1 62.05% 0.212% 52.87% 0.299% 41.59% 0.312% 55.38% 0.015% 42.80% 0.175% 64.47% 0.505%
PS3DT 𝐹𝑃𝑅2 62.58% 0.302% 53.60% 0.245% 42.29% 0.256% 56.77% 0.057% 44.17% 0.419% 65.95% 0.173%

𝐹𝑃𝑅3 61.27% 0.394% 51.55% 0.551% 40.47% 0.330% 53.91% 0.055% 41.68% 0.588% 63.62% 0.285%
𝐸𝐸𝑅 30.58% 0.177% 22.97% 0.127% 19.18% 0.170% 20.66% 0.015% 18.08% 0.027% 25.74% 0.140%

𝐹𝑃𝑅1 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000%
LFCC-GMMs 𝐹𝑃𝑅2 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000%

𝐹𝑃𝑅3 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000%
𝐸𝐸𝑅 65.89% 0.058% 66.47% 0.072% 69.57% 0.141% 67.87% 0.012% 68.27% 0.104% 72.64% 0.117%

𝐹𝑃𝑅1 89.20% 0.091% 85.84% 0.210% 81.96% 0.284% 80.44% 0.012% 77.84% 0.355% 80.58% 0.359%
MFCC-ResNet 𝐹𝑃𝑅2 84.37% 0.266% 80.16% 0.311% 75.04% 0.270% 73.22% 0.051% 70.16% 0.306% 70.98% 0.351%

𝐹𝑃𝑅3 93.37% 0.081% 91.60% 0.248% 88.94% 0.195% 87.87% 0.036% 85.39% 0.088% 89.02% 0.204%
𝐸𝐸𝑅 44.66% 0.102% 42.08% 0.194% 39.74% 0.110% 38.88% 0.017% 37.25% 0.167% 34.80% 0.272%



Table 7. Absolute performance of detectors in male accent bias study.

Method Canadian US British Australian South Asian
Mean SD Mean SD Mean SD Mean SD Mean SD

𝐹𝑃𝑅1 98.61% 0.068% 98.29% 0.179% 98.19% 0.177% 97.90% 0.014% 98.63% 0.105%
TSSDNet 𝐹𝑃𝑅2 99.99% 0.006% 99.94% 0.010% 99.96% 0.018% 100.00% 0.000% 99.95% 0.010%

𝐹𝑃𝑅3 84.20% 0.141% 82.80% 0.604% 78.04% 0.352% 80.11% 0.036% 87.68% 0.288%
𝐸𝐸𝑅 48.31% 0.120% 46.72% 0.274% 43.10% 0.193% 48.51% 0.025% 52.27% 0.283%

𝐹𝑃𝑅1 27.40% 0.211% 27.08% 0.450% 26.84% 0.230% 21.75% 0.032% 55.06% 0.455%
Wav2Vec2 𝐹𝑃𝑅2 91.04% 0.207% 90.68% 0.333% 90.91% 0.148% 88.13% 0.027% 95.45% 0.117%

𝐹𝑃𝑅3 1.92% 0.046% 2.71% 0.236% 2.76% 0.224% 0.97% 0.007% 6.83% 0.108%
𝐸𝐸𝑅 3.58% 0.023% 3.75% 0.156% 4.02% 0.173% 2.52% 0.013% 7.32% 0.111%

𝐹𝑃𝑅1 99.87% 0.006% 99.73% 0.075% 99.84% 0.046% 99.88% 0.000% 99.75% 0.058%
Spec-Resnet 𝐹𝑃𝑅2 99.77% 0.015% 99.64% 0.061% 99.79% 0.053% 99.81% 0.000% 99.63% 0.075%

𝐹𝑃𝑅3 99.92% 0.007% 99.86% 0.026% 99.91% 0.032% 99.90% 0.000% 99.86% 0.049%
𝐸𝐸𝑅 63.92% 0.035% 63.09% 0.064% 63.39% 0.063% 63.79% 0.007% 62.13% 0.090%

𝐹𝑃𝑅1 71.78% 0.076% 75.12% 0.789% 83.29% 0.200% 81.76% 0.042% 77.87% 0.279%
PS3DT 𝐹𝑃𝑅2 72.92% 0.181% 75.20% 0.258% 84.05% 0.175% 82.62% 0.040% 78.41% 0.400%

𝐹𝑃𝑅3 70.78% 0.251% 74.10% 0.575% 82.52% 0.226% 81.07% 0.054% 76.46% 0.182%
𝐸𝐸𝑅 27.57% 0.182% 27.96% 0.282% 28.97% 0.238% 30.55% 0.016% 30.06% 0.169%

𝐹𝑃𝑅1 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000%
LFCC-GMMs 𝐹𝑃𝑅2 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000%

𝐹𝑃𝑅3 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.007%
𝐸𝐸𝑅 68.52% 0.058% 68.68% 0.224% 67.74% 0.130% 69.95% 0.008% 63.47% 0.124%

𝐹𝑃𝑅1 87.37% 0.185% 85.46% 0.331% 90.31% 0.286% 85.10% 0.039% 90.40% 0.212%
MFCC-Resnet 𝐹𝑃𝑅2 82.22% 0.270% 80.38% 0.485% 85.85% 0.294% 79.47% 0.051% 85.71% 0.287%

𝐹𝑃𝑅3 92.34% 0.137% 90.24% 0.517% 94.50% 0.213% 90.72% 0.022% 94.42% 0.197%
𝐸𝐸𝑅 44.94% 0.116% 43.57% 0.117% 46.02% 0.105% 42.87% 0.023% 45.96% 0.153%



Table 8. Absolute performance of detectors in female accent bias study.

Method Canadian US British Australian South Asian
Mean SD Mean SD Mean SD Mean SD Mean SD

𝐹𝑃𝑅1 95.05% 0.034% 96.73% 0.156% 97.84% 0.062% 99.22% 0.049% 99.02% 0.088%
TSSDNet 𝐹𝑃𝑅2 99.25% 0.009% 99.58% 0.037% 99.90% 0.000% 99.98% 0.009% 99.89% 0.055%

𝐹𝑃𝑅3 80.24% 0.077% 81.74% 0.308% 77.77% 0.215% 91.80% 0.107% 91.36% 0.286%
𝐸𝐸𝑅 45.07% 0.062% 45.19% 0.289% 43.12% 0.027% 60.72% 0.135% 49.14% 0.181%

𝐹𝑃𝑅1 21.50% 0.049% 29.28% 0.419% 33.89% 0.057% 61.50% 0.201% 73.76% 0.593%
Wav2Vec2 𝐹𝑃𝑅2 89.62% 0.074% 91.48% 0.169% 91.62% 0.073% 97.13% 0.069% 98.62% 0.130%

𝐹𝑃𝑅3 0.91% 0.011% 2.31% 0.101% 4.67% 0.065% 2.97% 0.096% 27.53% 0.618%
𝐸𝐸𝑅 2.31% 0.000% 3.63% 0.203% 5.52% 0.054% 4.70% 0.061% 18.61% 0.389%

𝐹𝑃𝑅1 99.66% 0.009% 99.56% 0.049% 99.74% 0.011% 99.84% 0.020% 98.78% 0.052%
Spec-Resnet 𝐹𝑃𝑅2 99.52% 0.018% 99.49% 0.102% 99.61% 0.009% 99.84% 0.017% 98.58% 0.102%

𝐹𝑃𝑅3 99.84% 0.009% 99.80% 0.050% 99.82% 0.009% 99.94% 0.009% 99.34% 0.116%
𝐸𝐸𝑅 59.69% 0.021% 60.21% 0.128% 59.53% 0.052% 63.66% 0.040% 57.34% 0.298%

𝐹𝑃𝑅1 42.60% 0.082% 52.48% 0.466% 62.85% 0.211% 79.54% 0.117% 67.80% 0.554%
PS3DT 𝐹𝑃𝑅2 43.29% 0.057% 53.50% 0.969% 63.81% 0.180% 80.36% 0.137% 69.09% 0.465%

𝐹𝑃𝑅3 41.85% 0.062% 51.43% 0.463% 61.47% 0.057% 78.63% 0.266% 66.57% 0.454%
𝐸𝐸𝑅 20.02% 0.025% 22.73% 0.211% 27.63% 0.075% 26.95% 0.040% 28.36% 0.333%

𝐹𝑃𝑅1 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000%
LFCC-GMMs 𝐹𝑃𝑅2 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000% 100.00% 0.000%

𝐹𝑃𝑅3 100.00% 0.000% 100.00% 0.000% 99.98% 0.000% 100.00% 0.000% 100.00% 0.000%
𝐸𝐸𝑅 67.88% 0.020% 66.67% 0.166% 68.36% 0.082% 67.90% 0.058% 56.90% 0.085%

𝐹𝑃𝑅1 86.47% 0.014% 85.82% 0.475% 80.61% 0.148% 91.32% 0.072% 89.29% 0.188%
MFCC-Resnet 𝐹𝑃𝑅2 80.60% 0.077% 80.01% 0.538% 74.37% 0.063% 85.58% 0.173% 83.87% 0.639%

𝐹𝑃𝑅3 92.74% 0.049% 91.27% 0.223% 86.93% 0.106% 95.44% 0.087% 93.93% 0.309%
𝐸𝐸𝑅 42.34% 0.039% 42.37% 0.189% 40.75% 0.063% 45.45% 0.138% 43.44% 0.269%
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