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Abstract

Incorporating transformer models into edge devices poses
a significant challenge due to the computational demands
of adapting these large models across diverse applica-
tions. Parameter-efficient tuning (PET) methods (e.g. LoRA,
Adapter, Visual Prompt Tuning, etc.) allow for targeted
adaptation by modifying only small parts of the transformer
model. However, adapting to dynamic unlabeled target distri-
butions at the test time remains complex. To address this, we
introduce AdMiT: Adaptive Multi-Source Tuning in Dynamic
Environments. AdMiT innovates by pre-training a set of PET
modules, each optimized for different source distributions
or tasks, and dynamically selecting and integrating a sparse
subset of relevant modules when encountering a new, few-
shot, unlabeled target distribution. This integration lever-
ages Kernel Mean Embedding (KME)-based matching to
align the target distribution with relevant source knowledge
efficiently, without requiring additional routing networks or
hyperparameter tuning. AdMiT achieves adaptation with
a single inference step, making it particularly suitable for
resource-constrained edge deployments. Furthermore, Ad-
MiT preserves privacy by performing an adaptation locally
on each edge device, without the need for data exchange.
Our theoretical analysis establishes guarantees for AdMiT’s
generalization, while extensive benchmarks demonstrate that
AdMiT consistently outperforms other PET methods across
a range of tasks, achieving robust and efficient adaptation.

1. Introduction
Pretrained transformers [1–5] have achieved remarkable
success across diverse tasks, but their large parameter
counts—often reaching billions [2, 5]—present challenges
for deployment, especially on edge devices with limited com-
putational resources. To address these limitations, parameter-
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efficient tuning (PET) methods, such as prefix/prompt tuning
[6–9], adapters [10], and LoRA [11], have been introduced.
These methods allow the pretrained model to remain fixed
while only adjusting a small set of additional parameters
tailored to specific target distributions, significantly reduc-
ing memory and computation needs while often achieving
performance comparable to that of full fine-tuning.

Most existing PET methods are either single-
source—focusing on a single PET module trained
for one distribution—or, when incorporating multiple PET
modules, require additional computational resources such as
routing networks [12] or extensive hyperparameter tuning
[13, 14]. These approaches lack the ability to directly
integrate knowledge from multiple PET modules, each
trained on different source distributions. In dynamically
evolving environments, adaptation methods benefit from
leveraging multiple sources of pre-trained knowledge.
Instead of relying on a single PET module trained on a
single source, integrating multiple PET modules enables
more robust adaptation to shifting distributions by drawing
from a diverse set of source-specific knowledge[15]. This
multi-source approach is particularly advantageous when
access to the original source data used for training each
module is restricted due to privacy, storage, or other
constraints. In such scenarios, training a unified PET
module across combined sources is infeasible, making
it both practical and effective to adaptively employ and
integrate an array of pre-trained PET modules during
test time, resulting in performance improvements often
unattainable with single-source PET adaptation.

In this work, we introduce AdMiT (Adaptive Multi-
Source Tuning in Dynamic Environments), a novel frame-
work designed to efficiently adapt pre-trained PET modules
across multiple dynamic distributions. AdMiT pre-trains a
structured set of PET modules, each specifically tuned to
a different source distribution, providing a versatile foun-
dation for multi-source adaptation. During test time, when
faced with new, small-batch target data from a new distri-
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Figure 1. The diagram illustrates the AdMiT workflow, which includes pretraining source modules, matching modules during deployment,
and updating the integrated module. In the pretraining stage, given a loss function L and source distributions {DS|}Nj=1, we freeze the base
model f and fine-tune each module θj for its respective distribution. We also map the source data to an embedding space H as empirical
Kernel Mean Embeddings (KMEs) {µ̂(Sj)}Nj=1. During the KME module matching stage (Sec. 3.1), AdMiT maps the target data T to

an empirical KME µ̂(T ) and approximates it as a weighted combination of source KMEs, determining the weight coefficients ŵj . In the
module integration and adaptation stage (Sec. 3.2), AdMiT integrates the source modules with the highest weights to create an adaptive
module θ(t) for the current target batch. This module θ(t) can then be directly applied to the target distribution or further adapted using
sharpness-aware pseudo-label minimization for enhanced alignment with the target data.

bution, AdMiT (1) selects a relevant subset of PET mod-
ules based on their alignment with the target distribution,
and (2) integrates these selected modules into a newly com-
posed module optimized for the current target batch. This
integrated module can then be directly applied to the tar-
get distribution, achieving efficient adaptation with lower
computational overhead compared to existing PET methods
[12, 14, 16]. Additionally, this integrated module enables fur-
ther fine-tuning if desired, allowing AdMiT to dynamically
enhance its alignment with the target distribution. This dual
capability—of zero-shot applicability and optional on-the-fly
adaptation—enables AdMiT to adapt robustly to evolving
target distributions with low computational cost. Our experi-
ments demonstrate AdMiT’s effectiveness in both zero-shot
and test-time adaptation settings, highlighting its adaptability
and strong performance across dynamic distributions.

AdMiT offers two key advantages. First, by dynamically
matching and adapting multiple pre-trained PET modules to
the target distribution using small batches of target data, Ad-
MiT achieves superior performance over traditional single-
source PET adaptation methods. The ability to integrate
multiple PET modules enables AdMiT to more effectively
capture complex target distributions by leveraging a diverse
set of source-specific knowledge through Kernel Mean Em-
bedding (KME)-based matching (Sec. 3.1). Second, AdMiT
bypasses the need for additional hyperparameter tuning or
routing network training during deployment by using KME
to align the target with relevant source distributions. This
approach eliminates the computational burden of full model
inference, allowing for fast multi-source PET adaptation.

As a result, AdMiT is particularly well-suited for resource-
constrained edge deployments, where both efficiency and
flexibility are essential. Moreover, this KME-based distribu-
tion matching ensures data privacy, as no raw data exchange
is required during adaptation.
Main Contributions. We present a new multi-source PET
approach, AdMiT, that enables edge devices to selectively in-
tegrate a minimal subset of PET modules from a pre-trained
collection, adapting in real-time to new, unlabeled data in an
unsupervised, few-shot setting. Our contributions include
the following:

• Adaptive Multi-source Module Selection and Integra-
tion. AdMiT efficiently selects and integrates a subset
of pre-trained PET modules from a structured collection,
based on the distributional characteristics of incoming
target data. This adaptive integration avoids the computa-
tional burden associated with training routing networks or
hyperparameter tuning for each new target distribution. By
selectively combining relevant modules, AdMiT achieves
performance comparable to that obtained by using all mod-
ules simultaneously but with significantly reduced storage
and computational requirements, making it practical for
edge deployment.

• Efficient, Privacy-preserving Adaptation. Unlike exist-
ing PET methods that utilize additional routing networks
or data-alignment steps for multi-source adaptation [12],
AdMiT achieves adaptation by transforming empirical data
distributions in a kernel embedding space [17, 18]. This
approach avoids the need to exchange raw data, preserving
data privacy and reducing computational costs. Moreover,
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AdMiT performs efficient module selection and combina-
tion without additional inference steps, enabling real-time
adaptation on edge devices.

• Theoretical Guarantees. We provide theoretical guar-
antees on AdMiT’s generalization performance, showing
how it can effectively balance the sample sizes of source
modules and the target batch size to ensure reliable multi-
source adaptation. This guarantee highlights that well-
trained source modules can provide robust adaptation even
with limited target data.

• Comprehensive Empirical Evaluation and Insights.
Extensive evaluations on challenging datasets, including
Digit-Five, CIFAR-100C, and ImageNet-C, demonstrate
that AdMiT consistently surpasses existing PET methods
across various adaptation distributions. AdMiT shows a
notable improvement in accuracy when adapting to new
distributions (Table 1) and effectively preserves knowledge
from source distributions(Table 2), showcasing strong per-
formance in adaptation and retention. Additionally, Ad-
MiT effectively identifies and integrates the most rele-
vant modules(Figure 3) consistently achieving optimal
results with minimal computational overhead. Additional
results on the segmentation task, using Cityscapes [19] and
ACDC [20] datasets, are provided in the Appendix, demon-
strating AdMiT ’s effectiveness in handling dynamic dis-
tributions across different tasks.

2. Related Works
Parameter Efficient Tuning (PET). Large-scale pre-trained
models have greatly enhanced performance in natural lan-
guage processing [1] and computer vision [21] by transfer-
ring learned knowledge to downstream tasks. PET methods,
such as prompt tuning [21] and adapters [10], allow efficient
adaptation by fine-tuning a small subset of parameters. Tech-
niques like CoOp [22] and CoCoOp [23] leverage prompt
optimization for out-of-distribution generalization, while
CLIP-Adapter [24] and Tip-Adapter [25] fine-tune CLIP
using adapters or key-value cache models, improving adapt-
ability to target distributions. However, most PET methods
are not designed to handle continuously shifting small-batch
target distributions effectively; they adapt independently to
each distribution, creating distribution-specific PET modules
and often forgetting previously learned information. In con-
trast, our method enables consistent adaptation to dynamic
target distributions while preserving knowledge of the pre-
trained source distributions, addressing a gap in existing PET
approaches. Our approach is compatible with various PET
modules, including LoRA [11], VPT [21], and adapters [10].
Test Time Adaptation (TTA). Unsupervised Domain Adap-
tation (UDA) requires extensive target distribution data for
offline adaptation, whereas TTA operates continuously on
incoming test batches [26–28]. Initial TTA approaches [29]
used test-batch statistics rather than training data, with meth-

ods like TENT [30] updating batch-normalization param-
eters to reduce entropy on target data. DUA [31] further
refines alignment with target distributions by persistently up-
dating batch-norm statistics across test batches. While these
single-source TTA methods are effective, they often struggle
with forgetting source knowledge over time, particularly in
dynamic settings. Approaches like CoTTA and BeCoTTA
[32, 33] use stochastic source restoration to mitigate drift,
and EATA [34] employs regularization to preserve critical pa-
rameters, thus reducing forgetting. However, these methods
often adapt to each batch separately, requiring substantial
computational resources to balance adaptation and forget-
ting. In contrast, our multi-source approach dynamically
matches relevant source modules to the target distribution,
integrating them efficiently and minimizing forgetting with
minimal computational overhead.
Ensemble Learning and Multi-source Adaptation. En-
semble learning, a well-known technique, enhances model
robustness by combining outputs from various models [35].
Techniques like SESoM [12] and mixture models [14] aim to
handle dynamic target distributions by combining multiple
pre-trained models or PET modules. However, due to privacy
constraints or storage limitations, direct access to source data
from pre-trained models or PET modules is often unavailable.
This limitation requires ensemble methods to rely on addi-
tional hyperparameter tuning [14, 16] or routing networks
[12] to match the target and source distributions, leading to
substantial computational overhead and frequent forward in-
ference. For CNN-based applications, such adjustments are
manageable [15, 36], but in the context of large pre-trained
transformers, this tuning becomes prohibitively costly. Our
approach bypasses these constraints by performing source-
target matching through Kernel Mean Embeddings (KMEs),
enabling efficient and privacy-preserving adaptation with-
out requiring raw data or extensive computation, making it
well-suited for large-scale pre-trained models in dynamic
environments.

3. Proposed Method: AdMiT

Our method, AdMiT, leverages a pretrained transformer
model f along with a collection of parameter-efficient tuning
(PET) modules, each pretrained on distinct source tasks or
domains. These PET modules, represented by parameters
{θj}Nj=1, have significantly fewer parameters than the base
model f and can be flexibly integrated into f as needed,
thus forming a structured repository of source knowledge.
We denote the transformer f combined with a module θ as
fθ. The core idea of AdMiT is to optimize adaptation to a
target task or domain by selectively blending these pretrained
modules based on their distributional representations in an
embedding space and combining their weights to maximize
relevance. The adaptation to target distribution is shown in
figure 1.
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Algorithm 1 AdMiT: Adaptive Multi-Source Tuning in Dy-
namic Environments.

1: Input: Pretrained transformer model f , Pretrained
source modules {θj}Nj=1, empirical KME of source mod-

ules {µ̂(Sj)}Nj=1, number of modules to be selected M
(M < N ), streaming sequential unlabeled test data
T (1) = {x(1)i }

|T |
i=1 → T (2) = {x(2)i }

|T |
i=1 → . . . T (t) =

{x(t)i }
|T |
i=1 → . . .

2: Output: M scaled weights, finetuned new module θ(t),
size of synthetic dataset Z

3: Use Alg. A (in the Appendix) to generate synthetic data
and estimate {µ̂(Sj)}Nj=1

4: while t ≥ 1 do
5: for Each xi in the t-th batch do
6: Calculate the empirical KME of the target batch

(Eqn. 3)
7: end for
8: Obtain mixture weights {ŵ(t)j}Nj=1 by solving

Eqn. 4
9: Find and select the top M in {ŵ(t)j}Nj=1

10: Rescale selected weights to sum up to 1, thus obtain
{w(t)j}Mj=1.

11: Create a new module θ(t) by a weighted averaging
of the selected pretrained modules
θ(t) =

∑M
j=1 w(t)

jθj
12: Finetune fθ(t) with Eqn. 8
13: end while

• Pretraining stage: Pretraining and KME calculation.
Given a loss function L and a set of source tasks or do-
mains {DS j}Nj=1, we freeze the base transformer model
f and only update the PET modules, rather than fully
fine-tuning f on each domain. For each source DS j , we
optimize the parameters θj as θj = argminθL(fθ;DS j).
To capture the source distributions, we map the source
data to an embedding space H and represent the empiri-
cal distributions using Kernel Mean Embeddings (KMEs)
{µ̂(Sj)}Nj=1.

• Deployment stage: KME Module matching. (Sec. 3.1)
In this stage, AdMiT maps the target data  T to an empirical
Kernel Mean Embedding (KME)  \widehat {\mu (T)}   and approximates
it as a linear combination of source KMEs  \{\widehat {\mu (S_j)}\}_{j=1}^N ,

expressed as  \widehat {\mu (T)} = \sum _{j=1}^N w_j \widehat {\mu (S_j)}  



. This approach to

multi-source distribution estimation, commonly applied
in previous works [15, 16, 36], enables us to interpret the
mixture weights  \{w_j\}  as relevance scores for each source
module. These weights guide the selection and integration
of source modules, ensuring that the target is adapted
efficiently and effectively. We also provide a theoretical
bound on the estimation error for this approximation.

• Deployment stage: Module integration and adaptation.
(Sec. 3.2) Using the computed mixture weights ŵj , AdMiT
selects the source modules with the highest weights and
integrates them to create a combined module θ. This inte-
grated module θ is subsequently fine-tuned on the target
domain DT to refine its alignment with the target distribu-
tion. For further enhancement, we apply sharpness-aware
pseudo-label minimization [37, 38] to adjust the ensemble
module and improve its robustness on the target domain.

Throughout the deployment stage, only a small number of
unlabeled target samples are required to identify and inte-
grate the source modules most relevant to the current target
distribution. A detailed pseudocode for AdMiT can be found
in Algorithm 1. In the following sections, we provide an
in-depth explanation of the principles guiding the design of
AdMiT.

3.1. Module Matching using KME
In the pretraining stage, given the heterogeneous feature
spaces across different models, we assume a unified feature
space facilitated by a public feature extractor  G(\cdot ) , which
maps the original data  \x '  from both source and target distri-
butions into a shared representation space  \x = G(\x ')  . This
setup is practical, as publicly available pre-trained models
can serve as feature extractors. In our experiments, we use a
DenseNet201 model [39] pre-trained on ImageNet for this
purpose. Since source data are inaccessible during the de-
ployment stage, we require a metric to assess the similarity
between source and target distributions without exchanging
data or performing forward model inference.

Kernel Mean Embedding (KME) [40–43] provides a pow-
erful tool for measuring distribution similarity. KME maps
probability distributions into vectors in a high-dimensional
Reproducing Kernel Hilbert Space (RKHS) \mathcal {H} using a posi-
tive semi-definite bounded kernel 0\leq k(\cdot ,\cdot ) \leq K     , simpli-
fying the similarity evaluation of two distributions to inner
product calculations in RKHS. Given a distribution  \mathcal {P} of an
 \mathcal {X} -valued random variable, its KME is defined as:

  \mu _k(\mathcal {P}) := \int _{x\in \mathcal {X}} k(x, \cdot ) \, dP(x). \label {eqn:KME}



    (1)

The norm of the KME in  \mathcal {H} can be expressed by the inner
product:

  ||\mu _k(\mathcal {P})||^2_{\mathcal {H}} := \langle \mu _k(\mathcal {P}),\mu _k(\mathcal {P}) \rangle = \mathbf {E}_{x,y \sim \mathcal {P}} k(x, y). \label {eqn:KME_norm}       (2)

Since true distributions  \mathcal {P} are typically unknown, we es-
timate the KME and its norm using a finite batch  X = \{x_n\}_{n=1}^{|X|} \sim \mathcal {P} 


  :

  {\widehat {\mu (X)}} := \frac {1}{|X|} \sum _{n=1}^{|X|} k(x_n, \cdot ),\label {eqn:empirical_KME} 







  (3)
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  ||\widehat {\mu (X)}||^2_{\mathcal {H}} := \frac {1}{|X|^2}\sum _{x_i,x_j\in X}k(x_i, x_j). \notag 









These empirical KMEs are computed on source datasets
 \{S_j\}_{j=1}^N \sim \mathcal {D_S}_j     during the pretraining stage, and on the
target batch  T \sim \mathcal {D_T}   in the deployment stage.

In the deployment stage, we assume the target distribution
can be approximated as a linear combination of source dis-
tributions, such that  \mathcal {D_T} \approx \sum _{j=1}^N w_j \mathcal {D_{S}}_j 


   for some mixture

weights  \{w_j\}_{j=1}^N . Using the linearity of expectation, we can
express the KME of the target as  \mu _{\mathcal {D_T}} \approx \sum _{j=1}^N w_j \mu _{\mathcal {D_{S}}_j} 




.

Each source KME  \{\widehat {\mu (S_j)}\}_{j=1}^N  serves as a basis in the
Hilbert space \mathcal {H} , allowing us to decompose the target empir-
ical KME  \widehat {\mu (T)}   using these bases. By solving the following
optimization, we obtain the mixture weights  \{\hat w_j\}_{j=1}^N  to
match source and target distributions:

  \min _{\{w_j\}_{j=1}^N} \left \|\widehat {\mu (T)} - \sum _{j=1}^N w_j \widehat {\mu (S_j)}\right \|_\mathcal {H}. \label {eqn:weight_Opt}














 (4)

This KME-based approach serves as a reliable metric for
distribution similarity (See Section H), enabling efficient
and privacy-preserving matching between source and target
distributions.

Theorem 3.1. For a bounded kernel 0 ≤ k(·, ·) ≤ K, with
probability at least 1− δ, the (biased) empirical MMD (ob-
tained by drawing m samples from p = DT and n samples
from q =

∑N
j=1 wjDS j , with

∑N
j=1 wj = 1) is bounded by:

(Proof in the Appendix Corollary H.3.)

  \frac {1}{2}\left \|\widehat {\mu (T)} - \sum _{j=1}^N {w_j} \widehat {\mu (S_j)}\right \|_\mathcal {H} < \sqrt {\frac {K}{m}} + \sqrt {\frac {K}{n}} + \sqrt {\frac {K(m+n) \log \frac {1}{\delta }}{2mn}}\notag .





























  






The mixture weight solution ŵj from optimization 4 also
implies the similarity of the distribution of source domain
DS j and the target domain DT , leading to the module selec-
tion strategy in Alg. 1.
Practical Considerations. In real-world applications, not
all source modules are closely aligned with the target distri-
bution, and calculating Kernel Mean Embeddings (KMEs)
of source data in Eqn. 4 can be computationally intensive,
as it involves summing up to |Sj | kernel functions for each
source. To enhance efficiency and reduce computational
overhead, we employ the following strategies: (1) instead
of using all source modules during adaptation, we select
only the modules with the highest weights ŵj (as shown
in Alg. 1), thus focusing on the most relevant sources, and
(2) to approximate each source KME µ̂(Sj), we generate a
smaller synthetic dataset {zm}Zm=1 (where Z ≪ |Sj |). This
synthetic dataset enables efficient computation by reducing
the number of kernel functions involved, and it preserves

privacy by eliminating the need for raw data exchange dur-
ing KME decomposition [44]. Details of the synthetic data
generation algorithm for source KMEs are provided in the
Appendix, Alg. A.

Using synthetic datasets to approximate KMEs offers two
major advantages. First, direct access to original source data
is often restricted due to privacy or storage constraints, mak-
ing it necessary to rely on the accessible information from
source modules. Generating synthetic data allows us to cre-
ate accurate KME approximations for each source module in
a privacy-preserving way. Second, synthetic datasets provide
a computationally efficient alternative to direct KME calcu-
lations using source data. By involving fewer data points,
synthetic KMEs significantly reduce the computational load
for matching the target distribution with source KMEs, mak-
ing adaptation feasible even in resource-limited settings. We
have theoretically demonstrated that (see Appendix Alg. A)
the synthetic KMEs closely approximate the one calculated
from the raw data. This fidelity ensures that the adaptation
performance remains reliable and robust, as shown in our
experiments, and enables efficient yet effective alignment of
target and source distributions.

3.2. Module Integration and Adaptation
Drawing inspiration from the benefits of a good initialization
in test-time adaptation and transfer learning [12, 16, 36, 45],
we integrate PET modules trained on distributions related
to the target distribution, as these modules are presumed to
contain valuable knowledge relevant to these distributions.
This integration is achieved through a weighted mixture of
the selected modules, aiming to achieve a transfer gain:

  \theta (t) = \sum _{i=1}^M \bar {w_i} \theta _i,






where w̄i is obtained from Alg. 1, and θ(t) represents the
integrated module. Directly applying the integrated module
on the target distribution results in a zero-shot adaptation,
whose performance can be bounded by the following theo-
rem.

Theorem 3.2 (Zero-shot adaptation loss bound). Assume
that the source training error is at most ϵ; the loss
L(fθ̂j (x), f(x)) ∈ Hk; and the empirical MMD between∑N

j=1 wjDS j and DT is from Theorem 3.1. Then, the finite-
sample loss is:

  \mathcal {L}(\mathcal {D_T}, g, {f}_{\sum \w _j\hat \theta _j}) &= \sum _{x_i \sim \mathcal {D_T}} \left [ L({f}_{\sum \w _j\hat \theta _j}(x_i), g(x_i)) \right ]\notag \\& \leq \epsilon + O(\sqrt {\frac {1}{m}}+ \sqrt {\frac {1}{n}})\notag  



























Proof can be found in the Appendix, Theorem H.5.
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To further boost performance, we fine-tune θ(t) for the target
distribution DT

(t) at time t:

θ(t)∗ = argmin
θ(t)

L(fθ(t);DT
(t)).

Starting from the integrated PET module θ(t) offers an ef-
ficient initialization, as the fine-tuning does not incur addi-
tional forward inference costs even as the number of candi-
date modules N or selected modules M increases.
Practical Considerations. Although test-time adaptation
(TTA) can stabilize the adapted models, it risks model col-
lapse during the tuning process, where the model may incor-
rectly classify all inputs as belonging to a single category
over time [38]. To mitigate this, we incorporate sharpness-
aware techniques [37, 38] to make the model less sensitive
to large gradients that may arise from test samples [34].

Once we obtain the new module θ(t) for the target batch
T (t) = {x(t)i }

|T |
i=1 at time step t, we compute the entropy of

the pseudo-labels predicted by the model with this module.
The entropy of the predictions for the t-th target batch from
the model fθ(t) is:

  \mathcal {L}^{(t)}=-\mathbf {E}_{\mathcal {D}_T^{(t)}}\sum _{c=1}^K \hat {y}_{c}^{(t)}\log (\hat {y}_{c}^{(t)}), \label {eq:entropy} 





   (5)

To properly fine-tune the new module θ(t) with this
pseudo-label entropy minimization, we aim to make the
model insensitive to large gradients by encouraging con-
vergence to a flat region of the entropy loss surface. This
approach, which seeks a flat minimum, provides good gen-
eralization and robustness against large gradients [37, 38]:

  &\min _\lambda \mathcal {L}^{SA(t)}(\{x_i^{(t)}\}_{i=1}^B;\mathbf {\lambda }), \\ &\text {where }\mathcal {L}^{SA(t)}\triangleq \max _{\|\mathbf {\epsilon }\|_2\leq \rho }\mathcal {L}^{(t)}(\{x_i^{(t)}\}_{i=1}^B;\mathbf {\lambda }+\mathbf {\epsilon }) \label {eq:SAM}






  




  (7)

"SA" denotes sharpness-aware. The gradient for this opti-
mization can be approximated (see Appendix A for details):

  \nabla _\lambda \mathcal {L}^{SA(t)} \approx \nabla _\lambda \mathcal {L}^{(t)}(\{x_i^{(t)}\}_{i=1}^B;\mathbf {\lambda })|_{\lambda +\mathbf {\epsilon ^*(\mathbf {\lambda })}}. \label {eq:SAM_GradientApprox}  

 (8)

Applying Eqn. 8 instead of standard SGD to update the
parameters of θ(t) based on Eqn. 5 results in a more robust
solution for pseudo-label entropy minimization. The effect
of sharpness-aware adaptation is discussed further in the
ablation study.

4. Evaluations
In our experiments, we evaluate AdMiT ’s effectiveness by
adapting PET modules pre-trained on source distributions to
target data drawn from stationary or dynamically evolving

Table 1. Static Adaptation on ImageNet-C. Following a similar
experiment setup in Fig. 2, we adapt to a target corruption domain
by taking the rest 15− 1 = 14 domains as source domains, given
varying target batch size. Due to space limitations, we report only
the averaged accuracy across all target domains.

Source Method BS=256 BS=128 BS=64 BS=16 BS=1

Single

TENT-Best [30] 52.2 52.3 52.0 52.4 51.7
TENT-Worst [30] 34.7 34.5 35.3 34.7 31.6

BECoTTA-Best [33] 60.4 61.5 62.0 61.1 55.4
BECoTTA-Worst [33] 35.3 36.4 37.9 37.3 30.4

SAR-Best [38] 58.1 62.3 61.4 60.3 54.1
SAR-Worst [38] 37.5 38.6 38.2 38.1 31.1

GT-Tuning 67.7 68.8 69.7 65.4 60.3

Multi

π-tuning-PL [16] 61.4 62.4 62.7 61.5 57.1
SESoM-PL [12] 62.3 62.6 62.5 62.0 56.3

CONTRAST [15] 63.5 63.1 63.1 61.7 57.9
Model soup [46] 52.3 53.4 52.2 51.7 49.5

AdMiT 63.8 63.7 62.4 62.3 58.7
AdMiT-ZeroShot 60.2 59.6 58.4 55.9 53.3

AdMiT-Plain 63.5 62.2 62.1 61.0 56.6

distributions (See experiment setting details in Appendix
Sec. F). The target distributions involve the same task as
the source but differ due to distribution shifts relative to the
source distributions on which the PET modules were trained.

We consider two adaptation scenarios: (1) a static adapta-
tion setting where the target data are drawn from a stationary
distribution, and (2) a dynamic adaptation setting where the
target data are drawn sequentially from an evolving distri-
bution. The former scenario demonstrates AdMiT ’s effec-
tiveness in adapting to a stationary target distribution using
pre-trained source modules, while the latter highlights Ad-
MiT ’s robustness in adapting to evolving target distributions
over time.

Datasets. For the static adaptation scenario, we evaluate
AdMiT on the Digits-Five dataset [47], which includes five
digit datasets—MNIST (MT), MNIST-M (MM), USPS (UP),
SVHN (SV), and Synthetic Digits (SY)—each covering 10
classes (0-9). In these experiments, four distributions are
used as sources, with the remaining one reserved for testing.
We also use the ImageNet-C dataset [48], which applies 15
types of severe corruptions (details in Appendix Sec. G) to
ImageNet images [49], following the setup in [38].

For the dynamic adaptation scenario, we utilize the
CIFAR-100C benchmark [48], which extends the CIFAR-
100 dataset [50] by introducing 15 types of noise at varying
levels of severity (1 to 5). This setup results in up to 75 dis-
tinct distributions, allowing us to assess AdMiT ’s capacity
for continuous adaptation as the target distribution evolves.

Finally, although our primary evaluation focuses on im-
age classification tasks, our method is not limited to this
setting. It can be extended to other tasks, such as semantic
segmentation, with results for segmentation tasks provided
in the Appendix E.

4.1. Baseline Methods
Our evaluation includes comparisons with state-of-the-art
(SOTA) single-source test-time adaptation (TTA) methods,
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Source Method MM MT UP SV SY Avg

Single

TENT-Best [30] 56.1 98.4 84.9 87.0 95.2 84.3
TENT-Worst [30] 17.6 54.2 59.6 11.4 15.5 31.7

BECoTTA-Best [33] 52.3 97.6 85.7 86.4 95.6 83.5
BECoTTA-Worst [33] 22.6 53.8 60.7 24.9 23.6 37.1

SAR-Best [38] 57.8 97.3 86.2 86.4 92.0 83.9
SAR-Worst [38] 36.9 57.3 62.9 40.4 35.8 46.6

GT-Tuning 70.4 99.6 93.1 90.5 97.2 90.1

Multi

π-tuning-PL [16] 61.3 98.2 89.1 86.2 94.6 85.8
SESoM-PL [12] 62.1 98.3 88.6 87.1 94.5 86.0

CONTRAST [15] 63.1 97.6 88.5 87.2 94.3 86.1
Model soup [46] 52.3 83.2 71.5 66.4 75.2 69.7

AdMiT 63.2 98.9 89.3 86.5 96.2 86.8
AdMiT-ZeroShot 54.5 97.2 86.3 80.5 92.3 82.2

AdMiT-Plain 61.3 96.3* 87.4 85.3 93.1 84.7

Figure 2. Static adaptation on Digits-Five. (Left): Sample images from the source and target domains used in the adaptation task, which
include MNIST (MT), MNIST-M (MM), SVHN (SV), Synthetic (SY), and USPS (UP). (Center): Heatmap depicting the mixture weights
assigned to various source modules during adaptation to the target domain. Larger mixture weights (wj) indicate a higher similarity between
the target and source domains. The weights in each column sum to 1, as the four remaining domains are used to adapt to the target domain.
(Right): We train the source modules using 4 digits datasets to perform adaptation on the remaining dataset. All the results are the average
of 5 runs. Best performance is bolded, and second-best performance is underlined. The table clearly demonstrates that the average accuracy
of AdMiT outperforms other baselines and is closest to the performance achieved by tuning with ground-truth labels. We also report the
module integration (without tuning) results as AdMiT-ZeroShot, and the module adapation using plain SGD tuning results as AdMiT-Plain.

Source Method GN SN IN DB FGB MB ZB Snow Frost Fog Bright Contrast Elastic Pixel JPEG Avg

Single
TENT-Best [30] 74.2 65.3 51.0 50.7 47.3 45.8 42.0 36.9 35.2 24.3 24.6 14.2 11.9 11.9 8.2 36.2
SAR-Best [38] 71.2 71.7 69.2 64.4 56.0 54.2 59.8 59.3 56.2 52.7 49.4 46.8 48.2 42.0 44.9 56.4

BECoTTA-Best [33] 69.7 71.4 65.8 68.7 54.3 53.4 55.7 52.4 55.7 47.2 52.4 46.3 49.6 42.4 41.9 55.1

Multi

π-tuning-PL [16] 79.8 76.3 81.1 75.7 66.2 62.5 68.1 61.6 61.9 58.7 63.4 52.9 50.7 53.1 56.0 64.5
SESoM-PL [12] 75.0 76.0 74.8 69.0 65.6 60.4 60.3 54.5 55.8 54.5 55.3 49.7 50.8 51.4 53.9 60.5
Model soup [46] 52.1 55.3 49.6 48.0 48.7 49.1 43.2 73.0 76.5 74.1 74.3 56.3 51.2 47.8 58.3 57.2

CONTRAST [15] 78.2 75.3 74.4 76.1 72.2 70.8 71.7 72.1 73.9 71.4 74.6 71.5 69.5 71.3 65.4 72.5
AdMiT 79.1 74.4 74.4 75.2 69.2 71.8 73.7 73.1 78.9 75.2 74.9 73.2 70.5 72.8 65.0 73.3

Table 2. Dynamic adaptation forgetting evaluation on CIFAR-100C. We take N = 4 source modules pretrained on Snow, Frost, Fog,
and Bright for all the involved methods in the table. The table illustrates the average test accuracy (with all corruption domains of severity
level 5) on the 4 source domains during a sequential adaptation across different target domains for various methods. AdMiT selects M = 3
modules to adapt to new domains. All the results are the average of 5 runs. We employ these models for adaptation on 15 sequential target
domains. Best performance is bolded, and second-best performance is underlined.

such as TENT [30], BECoTTA [33], and SAR [38]. These
methods serve as benchmarks for adapting individual source
models to target distributions, providing insight into how
well a single-source approach performs in adapting to un-
seen distributions. As our problem setting involves adapting
pre-trained models to new, dynamic distributions during
deployment, it is closely related to the objectives of TTA.
Therefore, these widely recognized single-source TTA meth-
ods are natural baselines for evaluating AdMiT ’s ability to
adapt effectively. Following a setup similar to that in [36],
we apply each source model independently to specific test
distribution data, reporting Best and Worst results, corre-
sponding to the highest and lowest performance achieved
across individual source models.

We also compare against leading multi-source ensem-
ble methods in both static adaptation and dynamic adap-
tation settings, as these approaches simultaneously lever-
age multiple sources and provide a baseline for assessing
the benefits of multi-source adaptation. SESoM [12] trains
an attention-based routing network for adaptive weighting

across source outputs, while π-tuning [16] fine-tunes hyper-
parameters based on a weighted mix of source modules, and
CONTRAST [15] computes optimal weights for combin-
ing multiple source model outputs through gradient descent.
These multi-source methods allow us to evaluate the effec-
tiveness of combining knowledge from multiple distributions
and highlight the computational trade-offs involved. For fair
comparison, we implement pseudo-label (PL) entropy mini-
mization for tuning mixture weights in SESoM and π-tuning,
denoting these as SESoM-PL and π-tuning-PL, and apply
a greedy model soup approach to minimize PL entropy by
averaging module mixtures, following [46]. All baseline
methods, including those originally based on CNN architec-
tures, have been reproduced on a transformer architecture for
consistency in our comparisons. Additional implementation
details are provided in the Appendix.

Lastly, we provide an upper-bound baseline, GT-Tuning,
which tunes a new PET module using ground-truth labels, of-
fering insight into the best achievable performance with full
label access on the target distribution. Together, these base-
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Figure 3. Module Selection on CIFAR-100C. Performance of
AdMiT on various domains of CIFAR-100C with different numbers
of selected source modules. We pretrain a set of 75 modules (each
for a corruption domain and severity level) and select top-k modules
based on empirical KME weights. M = k indicates the number of
selected source modules. Results show that with limited target data
(batch size=128), selecting just a few modules (k > 1) maintains
performance comparable to that from using all modules (k = 75).
Mean performance across domains (shown as markers) improves
with more modules but with diminishing returns, demonstrating
our method’s efficiency even with significantly fewer modules.

lines capture both single-source and multi-source strategies,
illustrating AdMiT’s effectiveness in adapting to dynamic
target distributions efficiently and without label access.
Module adaptation. We evaluate AdMiT on the Digits-Five
[47] dataset for digit classification, with N = 4 source
modules and all M = N modules used for inference on
each target distribution. As shown in Figure 2, GT-Tuning
achieves the best performance (serving as an upper bound
with labeled data), while AdMiT achieves the second best
results (underlined) in most target distributions. The accom-
panying heatmap illustrates the average weights assigned to
each source module, with higher weights corresponding to
greater similarity between target and source distributions.
We also include results from AdMiT-Plain, which uses
plain SGD instead of sharpness-aware tuning for adaptation.
In some cases (star-marked cells), plain SGD leads to
decreased performance, underscoring that sharpness-aware
adaptation provides more stable tuning results.
Module integration. We also assess the performance of the
integrated module without any tuning to gauge the efficiency
of AdMiT in a zero-shot adaptation setting, as shown in
Figure 2. AdMiT-ZeroShot denotes the accuracy achieved
by directly applying the integrated module on target
distributions without further adaptation, achieving higher
average accuracy than most single-source TTA methods
and demonstrating AdMiT ’s efficiency and effectiveness
in leveraging multi-source knowledge. We further evaluate
AdMiT on 15 target distributions of the ImageNet-C dataset,
varying the target batch sizes to assess stability. Due to
space constraints, we report the average accuracy across
target distributions in Table 1. The results show that AdMiT

is less sensitive to batch size variations compared to other
TTA methods, providing stable performance across different
batch sizes.
Module selection. In previous experiments, all source
modules were used regardless of their relevance to the target.
To investigate selective module integration, we conduct
experiments on the CIFAR-100C dataset with a set of
N = 75 pre-trained modules. For each target batch, AdMiT
selects the top M = k modules based on mixture weights.
Results in Fig. 3 indicate that AdMiT effectively identifies
and uses only the most relevant modules, achieving strong
adaptation performance with fewer modules.
Forgetting of source knowledge. To evaluate the resistance
of AdMiT to catastrophic forgetting in dynamic test
distributions, we use the CIFAR-100C dataset with four
source modules pretrained on Snow, Frost, Fog, and Bright
distributions. AdMiT selects M = 3 modules for adaptation
to each new target distribution, maintaining higher accuracy
on the original source distributions after adaptation. Table 2
shows that AdMiT outperforms other methods, including
multi-source approaches like π-tuning and SESoM, as
well as anti-forgetting methods like BECoTTA and SAR.
Methods like Model Soup and TENT, which adapt solely to
the current target, show a faster rate of forgetting.
Computational efficiency. To demonstrate AdMiT’s
computational advantages, we compare the overhead of
our module matching approach against the additional costs
incurred by hyperparameter tuning and routing network
training. The results show that AdMiT achieves efficient
source-target matching with lower computational cost and
without any need for forward inference or retraining during
deployment. Additionally, we evaluate the compatibility of
AdMiT with various PET methods to confirm its minimal
overhead and adaptability across different configurations.
See the Appendix for the results.

5. Conclusion
We present AdMiT, a novel framework for transformers that
dynamically integrates multiple source parameter-efficient
tuning (PET) modules to address diverse and evolving target
distributions. Unlike traditional PET methods that focus
on single-source adaptation or require extra computation
for multi-source integration, AdMiT selects and integrates
relevant modules without the need for hyperparameter tun-
ing, routing networks, or raw data sharing. This makes it
well-suited for settings with privacy or resource constraints.
AdMiT performs well in both zero-shot and dynamic adap-
tation scenarios, using a multi-source approach to handle
distribution shifts while keeping source knowledge. Its the-
oretical guarantees ensure reliable adaptation, and its ef-
ficiency makes it practical for use in tasks with changing
distributions.
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