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Abstract

Out-of-distribution (OOD) detection is the task of identi-
fying inputs that deviate from the training data distribu-
tion. This capability is essential for safely deploying deep
computer vision models in open-world environments. In
this work, we propose a post-hoc method, Perturbation-
Rectified OOD detection (PRO), based on the insight that
prediction confidence for OOD inputs is more susceptible to
reduction under perturbation than in-distribution (IND) in-
puts. Based on the observation, we propose an adversarial
score function that searches for the local minimum scores
near the original inputs by applying gradient descent.
This procedure enhances the separability between IND and
OOD samples. Importantly, the approach improves OOD
detection performance without complex modifications to the
underlying model architectures. We conduct extensive ex-
periments using the OpenOOD benchmark [43]. Our ap-
proach further pushes the limit of softmax-based OOD de-
tection and is the leading post-hoc method for small-scale
models. On a CIFAR-10 model with adversarial training,
PRO effectively detects near-OOD inputs, achieving a re-
duction of more than 10% on FPR@95 compared to state-
of-the-art methods.1

1. Introduction

Deploying deep learning models in open-world environ-
ments presents the challenge of handling inputs that deviate
from the training data. Out-of-distribution (OOD) inputs,
which differ significantly from training data, often lead to
incorrect predictions. This occurs because a trained neu-
ral network cannot reliably classify inputs from unseen cat-
egories. OOD detection aims to identify such anomalous
inputs, allowing fallback solutions such as human interven-
tion [44]. In-distribution (IND) data may also be affected
by noise, sensor malfunctions, or adversarial attacks [5]. To

1Our code is available at https://github.com/wenxichen2746/Perturbation-
Rectified-OOD-Detection. †indicates co-senior authorship.
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Figure 1. Near-OOD detection performance tested on CIFAR-
10 robust model [8]. Near-OOD includes CIFAR-100 [22] and
Tiny-ImageNet [24]. Different markers distinguish the following
baseline categories: feature-based methods, such as VIM [41] and
KNN [37] (♢); energy [29] and activation modification methods,
such as Scale [42] (△); gradient-based methods, such as ODIN
[28] and GradNorm [20] (◦); and softmax-based scores (□). We
apply PRO on MSP, Entropy [15], Temperature Scaling [13],
and GEN [30] forming four PRO methods. Notably, the pro-
posed PRO preprocessing significantly enhances the performance
of softmax scores in distinguishing challenging near-OOD data.

address these challenges, ongoing research focuses on im-
proving OOD detection methods and enhancing model ro-
bustness. Furthermore, prior studies have established con-
nections between OOD detection and adversarial robust-
ness [1, 3, 21, 25, 32]. [25] proposed a framework for de-
tecting both OOD samples and adversarial attacks. [1, 32]
demonstrate that adversarial attacks can manipulate OOD
samples to mislead OOD detectors. In this work, we in-
troduce a novel OOD detection approach leveraging the ro-
bustness strength of adversarially pre-trained models.

Various OOD detection methods for image classification
have emerged since the baseline method of Maximum Soft-
max Probability (MSP) was introduced [15]. One line of
research involves using gradient information for data pre-
processing, such as ODIN [28], G-ODIN [19], and MDS
with preprocessing [25]. These works apply gradient-based
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(b) MSP score for an OOD input is minimized by perturbation.

Figure 2. Algorithm overview for the proposed Perturbation Rectified OOD (PRO) detection. (a) We conduct multi-step projected gradient
descent on the input image during inference to minimize the OOD detection score function. Since the score for OOD data is expected to
be more vulnerable to shifts under perturbations than IND data, this process enhances the separability between IND and OOD scores. (b)
MSP score landscapes for two IND and OOD samples visualized by random projection [26], more examples are provided in Fig. 6.

perturbations to inputs to enhance prediction confidence.
ODIN shows empirical differences in gradient expectations
between IND and OOD data. However, evaluations from
the OpenOOD benchmark [43] reveal that ODIN reduces
MSP performance across various tasks. This reduction hap-
pens because ODIN’s preprocessing tends to increase false
confidence for near-OOD data, while keeping high IND
confidence unaltered. This limits its ability to capture gra-
dient differences in perturbed confidence scores.
Motivation. Unlike previous gradient-based methods, our
work builds on the observation that OOD confidence scores
are more susceptible to reductions under perturbation than
IND scores. We refer to this difference in sensitivity to per-
turbations between IND and OOD inputs as the perturbation
robustness difference. Conceptually, robustness here is re-
lated to the Lipschitz constant that describes the flatness of
the score function in input space. Under the same pertur-
bation bound, OOD scores experience greater attenuation
than IND scores, making them more separable. This insight
suggests that adversarially robust models may be used to en-
hance OOD detection accuracy. Thus, we introduce a new
post-hoc OOD method that leverages the model robustness
towards corrupted IND inputs.
Our method. We propose Perturbation Rectified OOD
detection (PRO) that can be incorporated with softmax-
probability-based OOD detection methods to improve per-
formance. By applying perturbations as a preprocessing
step, PRO significantly lowers the confidence scores for
OOD inputs relative to IND inputs, thereby increasing the
separability between IND and OOD scores.

We evaluate PRO using the comprehensive OpenOOD
benchmark [43] across various pre-trained robust DNN
backbones on CIFAR [22] and ImageNet [6]. Addition-
ally, we test leading robust models from RobustBench [5]
to examine the synergy between OOD detection and ad-
versarial/corruption robustness–two complementary areas
critical for the safe deployment of deep learning models.
On small-scale models including CIFAR-10 and CIFAR-
100 [22], PRO achieves leading OOD detection accuracy
compared to existing state-of-the-art methods from bench-

mark [43] which include IND-feature-based methods, such
as, VIM [41] and KNN [37], activation modification meth-
ods such as Activation Shaping (ASH) [9], and Scale [42].
Furthermore, PRO works effectively in distinguishing near-
OOD data, which is a substantially more challenging set-
ting [45]. Shown in Fig. 1, PRO achieves top perfor-
mance in near-OOD detection, excelling in both AUROC
and FPR@95 metrics. Our contributions are as follows:
• We propose an adversarial score function for OOD de-

tection, based on the observation that IND confidence
scores are more robust to perturbations than OOD inputs.
See Fig. 2 for an overview. We provide analysis and em-
pirical validation of the observation.

• We leverage adversarial robustness to improve OOD de-
tection. We evaluate the impact of adversarial train-
ing on OOD detection performance by utilizing the two
most comprehensive benchmarks, OpenOOD and Ro-
bustBench. This establishes a new link between these two
safety-critical areas in deep learning.

• We demonstrate the effectiveness of the proposed PRO
method as a simple, post-hoc enhancement to representa-
tive softmax scores. We perform extensive validation ex-
periments on CIFAR-10, CIFAR-100, and ImageNet con-
ducting a comprehensive comparison with various cate-
gories of baseline methods.

2. Related Work
Studies on OOD detection address several safety-critical ar-
eas in deep learning, including anomaly detection, open set
recognition, and semantic and covariate domain shift de-
tection [44]. Existing approaches generally involve either
training modifications or post-hoc analysis. our review of
existing methods focuses primarily on those evaluated in the
OpenOOD benchmark [43][45], a comprehensive platform
that examines various model architectures and datasets, in-
cluding CIFAR [22] and ImageNet [6].
Training-modification methods. These techniques require
additional training protocols or data for OOD detection. Ex-
periments from benchmark [5, 45] demonstrate that data
augmentation methods, such as PixMix [18], AugMix [17]
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and RegMixup [34], are beneficial for both OOD detection
and adversarial robustness.
Representative Post-hoc methods. These methods aim
to enhance OOD detection without modifying pre-trained
models. One category leverages features from IND data, as
demonstrated by VIM [41] and KNN [37], which achieve
highly competitive results. Recently, approaches like
Scale [42], ReAct [36], and Ash [9] have employed mod-
ifications to neural network activations to enhance energy-
based scores.
Softmax-based scores. Beyond the classic MSP base-
line, prediction entropy calculated from softmax probabil-
ities is also regarded as a universal baseline for OOD detec-
tion [15]. Temperature scaling [37] provides a straightfor-
ward approach to calibrating model uncertainty by scaling
output logits. Recently, Liu et al. [30] introduced Gener-
alized Entropy (GEN), demonstrating the most promising
results among softmax-based scores.
Gradient-based methods. ODIN [28], MDS [25], and G-
ODIN [19] apply gradient-based perturbations as a prepro-
cessing step before inference to improve OOD detection
performance. GradNorm [20] and Approximate-mass [12]
leverage the gradient norm directly to define an OOD de-
tection score. These approaches share a common intuition
that the landscape of score function differs between IND
and OOD inputs.

3. Preliminaries
OOD detection for image classification. This study ad-
dresses OOD detection for image classification. Formally,
an image classifier f takes an image x as input and out-
puts the unnormalized ŷ ∈ RC across C classes. These
classifiers are typically trained by minimizing the cross-
entropy loss. During training, it is assumed that the im-
ages x are drawn from an in-distribution (IND), denoted
PIND(x). However, during open-world testing, input data
may not follow PIND(x). We refer to this alternative distri-
bution as POOD(x), representing out-of-distribution (OOD).
The goal of ODD detection is to determine whether an im-
age x is sampled from the IND distribution or not.

OOD detector. The task of OOD detection is typically
framed as a one-class classification problem, where the
model is trained solely on IND data without exposure to
OOD examples. This is usually implemented by defining
an OOD score function g(x) ∈ R, which is then thresh-
olded to classify an input x as IND or OOD. Specifically,
if g(x) > τ , the input is classified as IND; otherwise, it is
considered OOD. A classic choice for the OOD detection
score is the Maximum Softmax Probability (MSP)

gMSP(x) ≜ max
y∈{1,...,C}

efy(x)/T
∑C

y′=1 e
fy′ (x)/T

. (1)

Intuitively, MSP reflects the model’s prediction confidence.
The higher the confidence, the more likely the input is IND
data. The temperature T calibrates this confidence, reduc-
ing overconfidence when T exceeds 1.
OOD detection metrics. The primary performance metrics
for evaluating OOD detectors include: (a) Area Under the
Receiver Operating Characteristic Curve, denoted as AU-
ROC, and (b) False Positive Rate at a given value q% of the
True Positive Rate, denoted as FPR@q. A common choice
is FPR@95.

4. Approach
In this section, we introduce the proposed PRO approach
for OOD detection. Building on the framework reviewed
in Sec. 3, our OOD detector also relies on a detection score
derived from a pre-trained neural network. However, our
method includes three key innovations. First, we introduce
an “adversarial score” to enhance an established detection
score g in the literature. Second, we advocate for using a
pre-trained model that has been trained to be robust against
adversarial attacks. Finally, we provide an analysis of the
proposed detector score.

4.1. Perturbation Rectified OOD (PRO) detection
Observation. Our proposed PRO detector is based on the
observation that a score function g is more robust to local
additive perturbation, within an ϵ, for IND data than OOD
data. More formally, we can state the above observation as
an inequality in expectations that

Ex∼POOD(x)[∆z(g,x)] > Ex∼PIND(x)[∆z(g,x)], (2)

where we define the maximum change within an ϵ of the
score function g as

∆z(g,x) = max
∥δ∥∞≤ϵ

|g(x)− g(x+ δ)|. (3)

Adversarial score function. Based on the observation
in Eq. (2), we propose an adversarial score function g⋆ that
improves upon a given existing score function g. This ad-
versarial score function computes the minimum g value by
considering all possible perturbation δ with norm less than
ϵ, i.e.,

g⋆(x) = min
∥δ∥∞≤ϵ

g(x+ δ). (4)

To provide some intuition, consider a best-case scenario
where IND scores are not affected by perturbation, that is,
PIND(g

∗(x)) = PIND(g(x)), and OOD scores expectation
has been attenuated: EPood [g

∗(x)] < EPood [g(x)]. In this
case, the proposed g⋆ will be no worse than using the given
detector score g.
Solving for the adversarial score g⋆. As g involves a neu-
ral network, we solve Eq. (4) using the fast gradient sign
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Algorithm 1 Solving for g⋆(x)

1: Input: Step length ϵ and step number K
2: Initialize Score record S = {}
3: for t = 0, 1, . . . ,K do
4: Run OOD detection inference z = g(xt)
5: S ← S ∪ {z}
6: Calculate δ = −ϵ sign (∇xt g(xt))
7: Apply perturbation xt+1 = xt + δ
8: end for
9: return minS

method [23]. Given an input image x0, we iteratively up-
date the image by

xt = xt−1 − ϵ sign
(
∇xt−1

g(xt−1)
)
. (5)

Note that as this update does not strictly decrease g at each
step, we further compute the minimum across all the inter-
mediate images, i.e.,

g∗(x) ≈ min{g(x0), g(x1), . . . , g(xK)}. (6)

The complete algorithm is provided in Alg. 1.

4.2. Adversarial robustness for OOD detection
From our observation in Eq. (2), we further hypothesize
that using an adversarially trained neural network will ben-
efit PRO detectors. The hypothesis is based on the finding
that adversarially robust networks encourage bounded ∆z
of IND data, which we now discuss formally.

Claim 1. Consider a model that is trained following the ad-
versarial robustness formulation [21, 31] to have bounded
training loss for IND inputs, with y as true label:

Ex∼PIND(x)

[
max

∥δ∥p<ϵ
LCE(f(x+ δ), y)

]
< E , (7)

then softmax-based OOD scores, such as MSP, have a lower
bound for IND inputs.

Proof. The cross-entropy loss is equivalent to the negative
log-likelihood for a given one-hot ground truth label y. For
a trained classifier, assuming the MSP score pmax is the
probability for true label, we have:

Ex∼PIND(x)

[
max

∥δ∥p<ϵ
(− log pmax(f(x+ δ)))

]
< E (8)

=⇒ Ex∼PIND(x)

[
min

∥δ∥p<ϵ
log pmax(f(x+ δ))

]
> −E . (9)

To establish a lower bound for MSP scores under perturba-
tion, we leverage the convexity of the exponential function
and apply Jensen’s inequality:

Ex∼PIND(x)

[
min

∥δ∥p<ϵ
pmax(f(x+ δ))

]
> exp(−E). (10)
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Figure 3. Distribution plots of MSP score shift introduced by one-
step gradient-based perturbation. OOD data endures more severe
score shifts than IND data. The result is tested on a CIFAR-10
model with adversarial training [8].

In other words, a bounded adversarial training loss leads
to a lower bound for the perturbed MSP score. Similar
derivation can be extended to other softmax-based scores.
We also provide the derivation for bounding prediction en-
tropy in the appendix.

Since OOD data is not encountered during model train-
ing, the model is not encouraged to be robust to such data.
In other words, OOD scores under perturbation will likely
be affected by the introduced perturbation in g⋆. In the ex-
periment section, we empirically examine this behavior by
visualizing the empirical distribution of g(x+ δ)−g(x) for
IND and OOD input, as shown in Fig. 3. This visualization
confirms the validity of Eq. (2).

5. Experiment
We conduct the experiments following the evaluation proto-
col used in OpenOOD [43], a benchmark platform for OOD
detection. We implemented PRO across several different
OOD scores and tested it on various IND datasets.

5.1. Experiment setup
OOD detection methods. To verify the generalization abil-
ity of the proposed method PRO, We implement four vari-
ants of PRO where perturbations are designed to minimize
different softmax score functions. PRO-MSP and PRO-
MSP-T stand for applying PRO on MSP functions without
or with temperature scaling as defined in Eq. (1). PRO-
ENT employs the negative Shannon entropy of output soft-
max probabilities as the OOD detection score function. Ad-
ditionally, we also apply PRO on the Generalized Entropy
(GEN) [30], which we term PRO-GEN. GEN also operates
on softmax probability, using two additional parameters γ
and M : gGEN(x) =

∑M
j=1 p

γ
j (1− pj)

γ .
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OOD detection performance: FPR@95 ↓ / AUROC ↑
Near-OOD Far-OOD

Method CIFAR100 TIN MNIST SVHN Texture Places365 Average

D
ef

au
lt

M
od

el

MSP[15] 53.08/87.19 43.27/88.87 23.64/92.63 25.82/91.46 34.96/89.89 42.47/88.92 37.21/89.83
ODIN[27] 77.00/82.18 75.38/83.55 23.82/95.24 68.61/84.58 67.70/86.94 70.34/85.07 63.81/86.26
MDS [25] 52.81/83.59 46.99/84.81 27.30/90.10 25.96/91.18 27.94/92.69 47.67/84.90 38.11/87.88
GEN[30] 58.75/87.21 48.59/89.20 23.00/93.83 28.14/91.97 40.74/90.14 47.03/89.46 41.04/90.30
EBO[29] 66.60/86.36 56.08/88.80 24.99/94.32 35.12/91.79 51.82/89.47 54.85/89.25 48.24/90.00
VIM[41] 49.19/87.75 40.48/89.62 18.35/94.76 19.29/94.50 21.16/95.15 41.44/89.49 31.65/91.88
KNN[37] 37.64/89.73 30.37/91.56 20.05/94.26 22.60/92.67 24.06/93.16 30.38/91.77 27.52/92.19
ASH[9] 87.31/74.11 86.25/76.44 70.00/83.16 83.64/73.46 84.59/77.45 77.89/79.89 81.61/77.42
Scale[42] 81.79/81.27 79.12/83.84 48.69/90.58 70.55/84.63 80.39/83.94 70.51/86.41 71.84/85.11
PRO-MSP 38.22/88.18 32.20/90.03 28.73/91.00 22.34/92.35 32.85/89.09 33.94/89.72 31.38/90.06
PRO-ENT 38.40/89.02 31.64/91.00 27.44/92.22 21.56/93.46 31.90/90.24 33.12/90.73 30.68/91.11
PRO-MSP-T 41.92/88.94 32.63/91.31 24.71/93.41 20.76/93.96 36.95/90.02 34.20/91.22 31.86/91.48
PRO-GEN 37.38/89.50 30.37/91.90 24.07/92.91 19.23/94.44 34.91/90.27 31.65/91.72 29.60/91.79

R
ob

us
tM

od
el

:L
R

R
[8

]

MSP[15] 44.92/89.42 34.62/91.15 19.68/94.07 38.49/90.89 22.50/93.33 36.89/90.91 32.85/91.63
ODIN[27] 75.48/77.85 75.48/76.37 26.62/95.09 84.96/66.60 66.88/82.95 82.98/73.76 68.73/78.77
MDS [25] 80.01/67.41 76.46/69.12 38.23/85.55 68.74/74.06 69.16/78.97 68.28/74.40 66.81/74.92
GEN[30] 60.02/88.80 46.17/91.45 12.48/96.89 63.77/89.93 27.04/94.15 47.60/91.64 42.85/92.14
EBO[29] 68.19/87.27 55.80/90.51 9.77/97.51 75.87/88.42 35.12/93.46 55.03/91.17 49.96/91.39
VIM[41] 75.92/81.59 64.64/85.33 13.53/97.01 72.06/85.15 43.56/91.67 59.68/87.76 54.90/88.09
KNN[37] 45.46/90.20 35.28/92.18 16.86/95.99 31.48/92.85 22.33/94.92 28.81/93.49 30.04/93.27
ASH[9] 63.61/88.03 44.00/91.51 16.19/96.01 52.73/90.85 27.43/94.17 39.06/92.59 40.50/92.19
Scale[42] 59.68/88.22 48.21/90.97 8.87/97.71 71.97/88.04 25.93/94.62 51.47/91.09 44.35/91.77
PRO-MSP 30.92/89.82 24.59/91.47 27.78/91.98 22.87/92.41 27.13/92.32 24.86/91.70 26.36/91.62
PRO-ENT 31.08/91.00 24.46/92.96 25.74/93.65 23.67/92.99 24.52/93.86 24.21/93.21 25.61/92.95
PRO-MSP-T 30.64/91.50 21.99/94.18 13.19/96.39 12.64/96.76 20.80/95.01 20.44/94.82 19.95/94.78
PRO-GEN 29.56/91.85 21.96/94.48 13.20/96.44 12.98/96.92 20.86/95.16 20.39/95.13 19.82/95.00

Table 1. OOD detection performance with CIFAR-10 as IND. We report on the baseline model without adversarial training [43] and an
adversarial robust model [5, 8]. Table format includes best metric, second best metric, and our methods . Observe that PRO’s leading
performance in distinguishing near-OOD data (i.e., CIFAR-100 and TIN), which are more challenging to detect than far-OOD data.

Test Datasets. We briefly introduce the IND datasets and
corresponding OOD test sets used in the OpenOOD bench-
mark. Near-OOD data resemble the training data and thus
are more challenging to distinguish, while far-OOD inputs
are more obviously different from IND data.

• CIFAR-10 model: The near-OOD datasets are CIFAR-
100 and TIN [24], while far-OOD datasets include
MNIST [7], SVHN [33], Texture [4], and Places365 [46].

• CIFAR-100 model: Its near-OOD dataset is CIFAR-
10 and TIN, and its far-OOD datasets are the same as
CIFAR-10’s.

• For Imagenet-1K models, near-OOD datasets include the
Semantic Shift Benchmark (SSB) [40] and NINCO [2].
The far-OOD datasets consist of iNaturalist [39], Texture
[4], and OpenImage-O [41].

Implementation details. OpenOOD benchmark uses
ResNet-18 and ResNet-50 [14] as the backbone models for

CIFAR and ImageNet, respectively. Backbone models for
robust models contains WideResNet, details can be found
in [5]. A sample validation set is provided for methods that
require hyperparameters to search for the optimal setting.
The test benchmark searches for the optimal perturbation
size ϵ and step number K for the PRO from a hyperparam-
eter list.
Robust models. Since our method stems from the robust-
ness toward perturbation, in addition to models provided in
the OpenOOD benchmark, we leverage robust models from
Robustbench [5], a benchmark platform for models trained
against corruption or adversarial attacks. We mainly refer to
the top models that are robust to general corruptions listed in
RobustBench’s model zoo2. By incorporating robust mod-
els into the OOD detection test, we intend to answer the
following questions:

2https://robustbench.github.io/
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Figure 4. AUROC performance on CIFAR-10 tested across
baseline model [43] and adversarially robust models (i.e., Aug-
Mix ResNeXt, Binary, LRR-CARD-Deck, and LRR) [8, 17].
PRO stably enhance four representative softmax scores, MSP, en-
tropy [15], temperature scaling MSP-T [13], and GEN [30].

• How would adversarial training affect models’ OOD de-
tection performance?

• Will adversarial training improve OOD detection perfor-
mance of PRO?

Baseline methods. Classic baselines include softmax
scores, such as MSP [15], TempScaling [13], Entropy [15],
and logits-based scores, such as MLS [16] and EBO [29].
ODIN [27] is also a highly related baseline using
perturbation-based preprocessing. GEN [30] has been con-
sidered one of the most promising methods using softmax
scores.

We also consider the most competitive methods for each
dataset evaluated by OpenOOD benchmark [43, 45]. For
CIFAR-10 dataset, two feature-based methods, VIM [41]
and KNN [37] have leading performance and both require
IND data. As for CIFAR-100, MLS and RMDS [35] have
the best AUROC performance for near- and far-OOD data,
respectively. A recent category of methods uses activa-
tion modification and energy scores, including Scale [42],
ASH [9], and ReAct [36]. They have the most promising
results on ImageNet.

5.2. OOD detection performance
5.2.1. CIFAR-10
Robust model improves PRO performance. Tab. 1 sum-
marizes the OOD detection performance with CIFAR-10
as IND. We present the comparison between a default
model provided by OpenOOD [45] and an adversarial ro-

bust model from RobustBench [5]. The robust model is
trained with Learning Rate Rewinding (LRR) [8], which
has leading robust accuracy under common corruption. The
result for default model is averaged over 3 different check-
points, while the robust model only has one checkpoint. We
also present the AUROC performance tested on other mod-
els from RobustBench in Fig. 4.
Comparison with SOTA baselines. Recent studies [30,
38] have limited their comparison to IND-free, post-hoc
methods, assuming IND-feature-based approaches (e.g.,
VIM and KNN) gain an extra advantage by using IND data
or are not generally applicable. Nevertheless, we see that
PRO-enhanced scores, as an IND-free technique, signifi-
cantly surpass IND-feature-based baselines when tested on
robust models. The results also show that PRO has top per-
formance on distinguishing near-OOD data such as CIFAR-
100 and TIN for both the default and robust models com-
pared to all baselines.

OOD methods that use activation modification and en-
ergy scores (e.g., ReAct, Ash, and Scale) do not seem to
perform well on the small-scale model CIFAR-10. An-
other noteworthy comparison is with ODIN, which also
uses gradient-based perturbation. We can see that ODIN
suffers from degraded performance compared to the origi-
nal MSP score.

5.2.2. CIFAR-100
PRO is most competitive for near-OOD detection. We
present averaged near-OOD and far-OOD performance
in Tab. 2, highlighting that PRO variants generally demon-
strate competitive performance in the near-OOD setting,
which is emphasized by the relatively high AUROC scores.
Noteworthy is that the enhancement of applying PRO to
softmax scores is more substantial for the robust model.
Comparison with ODIN. One can also notice that ODIN
tends to improve MSP in far-OOD settings but suffers from
performance degradation for near-OOD, while PRO does
not. Intuitively, PRO pushes OOD scores down, thus help-
ing to separate near-OOD with falsely high prediction confi-
dence. Meanwhile, ODIN aims to do the opposite and boost
the OOD scores, making near-OOD have higher prediction
confidence and harder to distinguish.

5.2.3. ImageNet-1K
Our test on ImageNet shows PRO has hindered perfor-

mance as the model scale increases. Activation modi-
fication methods such as Scale [42], ASH [9], and Re-
Act [36] work best for ImageNet, outperforming baselines
from other categories. Due to the page limit, detailed OOD
detection results are provided in the appendix.

Fig. 5 illustrates the performance impact of different ad-
versarial training protocols and data augmentation meth-
ods. PixMix [18] and AugMix [17], as provided in the
OpenOOD benchmark [45], both improve model robust-
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MSP[15] 54.80/80.27 58.70/77.76
Entropy[15] 54.58/81.14 58.33/78.97
TempScaling[13] 54.49/80.90 57.94/78.74
GEN[30] 54.42/81.31 56.71/79.68
VIM[41] 62.63/74.98 50.74/81.70
KNN[37] 61.22/80.18 53.65/82.40
ODIN[27] 57.91/79.90 58.86/79.28
EBO[29] 55.62/80.91 56.59/79.77
MLS[16] 55.47/81.05 56.73/79.67
RMDS[35] 55.46/80.15 52.81/82.92
Scale[42] 55.68/80.99 54.09/81.42
PRO-MSP 56.10/80.78 58.53/78.26
PRO-ENT 55.19/81.22 57.18/79.44
PRO-MSP-T 55.65/81.04 55.52/79.71
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MSP[15] 52.94/81.42 54.10/78.60
Entropy[15] 52.94/81.85 54.10/79.10
TempScaling[13] 52.94/81.42 54.10/78.60
GEN[30] 52.96/81.88 54.10/79.16
VIM[41] 85.07/58.13 73.61/65.85
KNN[37] 69.64/72.18 37.41/87.26
ODIN[27] 54.07/79.38 50.53/81.17
EBO[29] 52.95/81.90 54.10/79.16
MLS[16] 52.94/81.42 54.10/78.61
RMDS[35] 51.13/82.08 49.57/81.50
Scale[42] 77.39/67.26 58.42/78.90
PRO-MSP 52.43/82.09 53.75/78.48
PRO-ENT 52.53/82.49 56.29/78.17
PRO-MSP-T 53.06/81.93 56.67/77.53
PRO-GEN 52.38/82.50 55.89/78.42

Table 2. OOD detector performance with CIFAR-100 as IND. We
listed the averaged metrics in near-OOD and far-OOD, emphasiz-
ing PRO is the most powerful post-hoc method for distinguishing
near-OOD, especially for models with adversarial training.

ness and significantly enhance the AUROC result for PRO
methods. Additionally, we include two adversarially ro-
bust models, NoisyMix [10] and SIN-IN [11]. However,
NoisyMix and SIN-IN result in degraded performance of
softmax scores, particularly in near-OOD scenarios.

The figure also compares softmax baselines with PRO
methods, distinguished by the slashed texture. While PRO
does not show significant improvement for far-OOD cases
on ImageNet, PRO-MSP, PRO-MSP-T, and PRO-ENT ex-
hibit AUROC gains in near-OOD detection. In the follow-
ing section, we discuss how model scale affects adversar-
ial robustness and the implications for perturbation-based
OOD separation.
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Figure 5. AUROC performance of PRO methods tested on Im-
ageNet. PRO works most well with data augmentation methods
PixMix [18] and AugMix [17], while the other two robust models
NoisyMix [10] and SIN IN [11] have negative impacts on OOD
detections. MSP, temperature scaling, and Entropy can still bene-
fit from PRO to enhance near-OOD detection.

5.3. Perturbation robustness analysis
Score function landscape visualization. We adopt the ran-
dom projection method [26] to provide an intuitive visual-
ization of perturbation robustness. we aim to visualize the
landscape of OOD scores functions in input image space.
The visualization involves two random perturbation direc-
tions δ1 and δ2. Given an image data x, we plot the contour
of function z(α, β) defined as: z(α, β) = g(x+αδ1+βδ2).
Note that the landscape in the gradient-based direction
would be much sharper compared to other random direc-
tions.

Fig. 6 visualizes various IND and OOD images for score
function visualization as described in the caption. The
smoother, less varied contour of the MSP function for
IND inputs suggests greater robustness against perturba-
tions when compared to the more varied MSP contours for
OOD inputs. We observe that softmax-based scores such
as MSP generally have a more stable landscape than logit-
based scores, such as EBO. We hypothesize that this is
due to the subtler connection between logits and the cross-
entropy loss.
Score shift distribution. We use the robustness metric of
score shift to empirically validate the inequality in Eq. (2).
Fig. 3 indicates the same perturbation would induce a more
significant shift for OOD inputs than for IND inputs. It is
noteworthy that, under a large perturbation step, a large por-
tion of OOD scores have been increased even when the per-
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Figure 6. Visualization of OOD score function landscape regarding image perturbation including maximum confidence (MSP) and energy-
based OOD (EBO) detection score. We select four IND images from CIFAR-10 [22], and four OOD images from SVHN [33], Texture [4],
TIN [24], and Place365 [46], deploying random projection to plot the landscape [26]. The contour color indicates the score value, which is
proportional to the contour height. The x- and y-axes correspond to α and β in Eq. (5.3), representing perturbation magnitudes in different
directions. Scores for unperturbed images are marked with “×” in contours.

turbation is at a negative gradient direction. This supports
the necessity of including a minimization step described in
our approach to prevent the perturbation from boosting false
confidence for OOD inputs.
PRO does not depend on adversarial training. We ob-
serve that even baseline models without adversarial train-
ing exhibit a robustness difference between IND and OOD
inputs. This occurs because standard training protocols in-
herently create smoother score landscapes for IND data, re-
sulting in inherent robustness. The property suggests PRO
can be adopted to enhance OOD detection performance for
models without adversarial training, as indicated in Tab. 1
and Tab. 2.
Increase of model scale undermines its IND perturba-
tion robustness. Experimental results have shown that
PRO works best with CIFAR-10, a small-scale model with
a limited class number. The enhancement of the method
PRO in softmax scores gradually attenuates as the model
scale increases. Fig. 7 provides insights on why PRO has
limitations working with large-scale models. It shows the
difference in score shift introduced by the same level per-
turbation for different model scales.

In the left plot of Fig. 7 describing IND score shifts, the
distribution centered at 0 suggests that the score is barely
altered by perturbation. We highlight the insight that scores
for IND inputs suffer from greater shifts as the model’s class
numbers increase. In other words, under the same training
protocol, large-scale models are more vulnerable to score
shift under perturbation, thus limiting the enhancement of
adopting PRO methods.

6. Conclusion

In this study, we propose a new OOD detection technique
of Perturbation Rectified OOD (PRO) detection. The pro-
posed method stems from an observation that OOD detec-
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Figure 7. Applying the same perturbation ϵ = 0.001 leads to dif-
ferent MSP score shifts for different problem scales. The CIFAR-
10 model has the best perturbation robustness for IND inputs,
other models suffer more IND shift as the class number increases.

tion scores for OOD inputs are more vulnerable to being
attenuated by perturbation. We provide analysis and empir-
ical validation to support the observation. A comprehensive
comparison with state-of-the-art baselines demonstrates the
effectiveness of PRO, especially its leading performance in
distinguishing challenging near-OOD inputs. Furthermore,
the increased robustness of the perturbation from adversar-
ial training greatly enhances the performance of OOD de-
tection of PRO. We view our proposed approach as a bridge
between adversarial robustness and OOD detection. By
leveraging the strengths of both domains, we aim to move
towards the safer deployment of deep learning models.
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