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Abstract

Parameter-Efficient Fine-Tuning (PEFT) is a fundamen-
tal research problem in computer vision, which aims to
tune a few parameters for efficient storage and adapta-
tion of pre-trained vision models. Recently, sensitivity-
aware parameter efficient fine-tuning method (SPT) ad-
dresses this problem by identifying sensitive parameters
and then leveraging its sparse characteristic to combine
unstructured and structured tuning for PEFT. However,
existing methods only focus on the sparse characteris-
tic of sensitive parameters but overlook its distribution
characteristic, which results in additional storage burden
and limited performance improvement. In this paper, we
find that the distribution of sensitive parameters is not
chaotic, but concentrates on a small number of rows or
columns in each parameter matrix. Inspired by this fact, we
propose a Compact Dynamic-Rank Adaptation-based tun-
ing method for Sensitivity-aware Parameter efficient fine-
Tuning, called CDRA-SPT. Specifically, we first identify the
sensitive parameters that require tuning for each down-
stream task. Then, we reorganize the sensitive parame-
ters by following its row and column into a compact sub-
parameter matrix. Finally, a dynamic-rank adaptation is
designed and applied at sub-parameter matrix level for
PEFT. Its advantage is that the dynamic-rank characteris-
tic of sub-parameter matrix can be fully exploited for PEFT.
Extensive experiments show that our method achieves supe-
rior performance over previous state-of-the-art methods.

1. Introduction

With the development of large vision models on representa-
tion and generation, the paradigm of pre-training and fine-
tuning has attracted increasing interest on computer vision
[5, 15, 22, 25, 41, 42]. A widely used fine-tuning tech-
nique is the full fine-tuning, which leverages the pre-trained
weights as the initial parameters and then tunes all param-
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(a) Original Parameters. (b) Reorganized Parameters.

Figure 1. Distribution illustration of of sensitive parameter. In fact,
the distribution of sensitive parameters is not chaotic on origin pa-
rameter but concentrates in a small number of rows or columns
(a). After reorganizing its row and column, these sensitive param-
eters will be clustered into a compact sub-parameter matrix (b).
Inspired by this fact, we propose to apply structured tuning at sub-
parameter matrix levels instead of entire matrix. Its advantage is
the distribution character of sensitive parameters concentrating in
a small of row and column can be finely leveraged for PEFT.

eters for adaptation of downstream tasks. However, as the
number of model parameters increases, the full fine-tuning
method needs to store many parameters and takes lots of
computing power to tune pre-trained vision models for each
downstream task. This results in these method are difficult
to apply to resource-limited scenarios. To address this prob-
lem, parameter-efficient fine-tuning (PEFT) is proposed and
has received wide attention recently. PEFT, as a fundamen-
tal problem in computer vision, aims to achieve an efficient
transfer from a pre-trained vision model to target down-
stream tasks by freezing most of the pre-trained parameters
and only tuning a few model parameters [29, 31].

Existing studies [4, 6, 31, 43, 48] effectively address this
problem by selecting a subset of parameters (called unstruc-
tured tuning) [4, 6, 31, 43, 48] or adding a few additional
parameters (called structured tuning) [4, 6, 31, 43, 48] to
perform adaptation of downstream tasks. Although these
methods are all different, He et al. [14] recently found that
these unstructured and structured tuning methods can com-
bine and then present sensitivity-aware parameter efficient
fine-tuning methods (called SPT [14]) for enhancing PEFT
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performance. Their main idea is to identify sensitive pa-
rameters and then tune these parameters in a manual com-
bination manner between unstructured and structured tun-
ing [14]. Such a design can fully exploit the sparse char-
acteristic of sensitive parameters, such that the finetuning
performance can obtain significant improvement.

In this paper, we also focus on sensitivity-aware efficient
fine-tuning, but argue the distribution characteristic of sen-
sitive parameters is not fully explored and utilized in ex-
isting SPT [14]. This is because existing SPT [14] meth-
ods evaluate sensitivity at the level of the entire parameter
matrix (see Figure 1a), which only focuses on the sparse
characteristic of sensitive parameters, but overlooks its dis-
tribution characteristic at the row and column vector levels.
This results in additional storage burden and limited perfor-
mance improvement. In fact, as shown in Figure 1a, we find
that the distribution of sensitive parameters is not chaotic
on entire parameter matrix but concentrates in a small num-
ber of rows or columns in the parameter matrix. Based on
this fact, our intuitive idea is can we further improve the
efficiency of SPT based on such distribution characteris-
tics? To this end, we propose a novel compact dynamic-
rank adaptation-based tuning method for sensitivity-aware
efficient fine-tuning, which reorganizes the sensitive row
and column parameters as a compact sub-parameter ma-
trix (see Figure 1b) and designs a compact dynamic-rank
adaptation for SPT, called CDRA-SPT. Specifically, we first
quickly identifies and organizes the sensitive row and col-
umn parameters as a compact sub-parameter matrix. Af-
ter that, we design a dynamic rank allocation strategy for
sub-parameter matrix adaptation. Its advantage is that the
dynamic-rank characteristic of sub-parameter matrix can be
fully exploited for enhancing fine-tuning performance on
downstream tasks. Our main contributions can be summa-
rized as follows:

• We find a new distribution characteristic of sensitive pa-
rameters overlooked in previous existing studies, i.e., the
distribution of sensitive parameters is actually not chaotic
on the entire parameter matrix, but concentrates in a small
number of rows or columns in the parameter matrix.

• Resorting such distribution characteristic, we design a
novel compact dynamic-rank adaptation-based tuning
method to replace the combination fine-tuning between
unstructured and structured tuning. Its advantage is that
the relationship and sparse distribution between parame-
ters can be fully leveraged to enhance PEFT.

• We conduct various experiments on various datasets,
which verify the effectiveness of our CDRA-SFT method.

2. Related Works

2.1. Parameter-Efficient Fine-Tuning

Parameter-efficient fine-tuning [13, 16, 19, 44] (PEFT) is
an important machine learning method, which aims to tune
only a tiny portion of parameters to achieve adaptation of
pre-trained models to downstream tasks. Depending on the
difference of parameter types, existing PEFT methods can
be divided into three types. 1) Addition-based PEFT Ap-
proaches. This type of approach attaches additional train-
able parameters to the backbone and only tunes these pa-
rameters for adaptation of pre-trained models [16, 19]. For
example, in [19], Jia et al. propose introducing learnable
prompts as additional trainable parameters (called VPT)
and then freeze the pre-trained weights to perform PEFT
in a prompt learning manner. 2) Reparameterization-based
PEFT Approaches. This line of methods aims to avoid ex-
tra computational costs by tuning parameters that are inher-
ently in or can be reparameterized into the backbone during
inference [9, 17, 26, 45]. For instance, in [17], Hu et al. pro-
pose a low-rank adaptation (called LoRA) for PEFT, which
freezes the pre-trained model weights and injects trainable
rank decomposition matrices into each layer of Transformer
for achieving adaptation of pre-trained models. With the
superiority of LoRA, various LoRA variants are proposed
recently, such as DoRA [26], VeRA [23], AdaLoRA [45],
LoRA+ [13], FourierFT [9], and HydraLoRA [30]. 3)
Selection-based PEFT Approaches. This methods focus on
how select a subset from pretrained parameters and tuning
them in a masked finetuning manner for adaptation of pre-
trained models [14, 37, 47]. In early works, existing studies
mainly focus on parameter types to select parameter subset,
e.g., selecting bias [37] or last k-layer [16, 19] parameters
as parameter subset to tune. Recently, He et al. turn into the
perspective of parameter sensitivity to select subset of pa-
rameters. For instance, in [14], Hu et al. propose to select
a subset of parameters from the perspective of sensitivity
and then perform PEFT in a combination manner between
unstructured and structured tuning, called SPT. Unlike SPT,
Zhang et al. [47] perform PEFT by fining sensitive param-
eters in a mask-tuning manner.

In this paper, we mainly focus on selection-based PEFT
approaches due to its superiority. However, different from
these existing methods, 1) we find a new distribution char-
acteristic of sensitive parameters overlooked in previous ex-
isting studies, i.e., the distribution of sensitive parameters is
actually not chaotic on entire parameter matrix, but concen-
trates in a small number of rows or columns in the parame-
ter matrix; and 2) we present a novel compact dynamic-rank
adaptation for enhancing sensitivity-aware PEFT methods.
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2.2. Sub-Networks Learning

Sub-network learning [2, 8] is an important model prun-
ing techniques, which aims to identify an important sub-
network from a big model meanwhile remains superiority
performance similar to the origin big model. In [8], Fran-
kle et al. propose a lottery ticket hypothesis, which verifies
that small sub-networks from big models can achieve the
same level of accuracy as the original model. After that,
with such a lottery ticket hypothesis theory, various sub-
networks learning methods are proposed [12, 35]. For ex-
ample, in [12], Guo et al. design a SpotTune method that
employs a policy network to make routing decisions for
sub-networks. Similarly, Xu et al. [35] develop a Child-
Tuning method, which iteratively updates a subset of pa-
rameters by masking certain gradients during the backprop-
agation process for sub-network learning. With the superi-
ority of sub-network learning, some studies have explored
sub-network learning to various domains, such as continual
learning [11, 20, 24, 36], multi-task learning [1, 18, 27, 30]
and few-shot learning [3, 36, 39, 40]. Recently, several
PEFT techniques relying on sub-network learning have
been proposed. In [14], a sensitivity-aware parameter ef-
ficient fine-tuning method (SPT) is developed based on
weight sensitivity, which aims to only finetune a sub-set of
sensitive parameters to achieve PEFT. Zhang et al. [47] de-
sign a gradient-based parameter selection method (GPS) to
select sub-network and then perform PEFT by mask-tuning.

In this paper, we also focus on exploring sub-networks
learning to enhance PEFT. However, different from ex-
isting methods that performs PEFT by using mask-tuning
manner, we present a novel compact dynamic-rank adap-
tation method to explore sub-networks learning for PEFT.
Its advantage is the distribution character of sensitive sub-
networks can be finely characterized for PEFT.

3. Methodology
3.1. Preliminaries on SPT

SPT [14], as a pioneering work on sensitivity-aware pa-
rameter efficient fine-tuning, aims to explore where to in-
troduce and how to allocate trainable parameters for a pre-
trained models in a sensitivity-aware manner. Formally, let
{w0, ..., wi, ..., wN} denotes the pre-trained model weights
where N is the number of parameters, and Dtrain denotes
the training set of a given downstream task. The SPT per-
forms the PEFT of downstream by the following two steps:
(1) evaluating the sensitivity si of each parameter wi by cal-
culating the square of its accumulation gradient gi around
400 training samples from Dtrain, i.e., si = g2i , and then
selecting the top-γ most sensitive weight as the sensitive
parameters; and (2) performing the PEFT of downstream
tasks in an adaptive combination between unstructured and
structured tuning, i.e., using unstructured tuning when the
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Figure 2. Sparsity analysis of sensitive parameter.

sensitive weight matrices that have a small number of sen-
sitive parameters otherwise structured tuning is employed.
Finally, the adapted parameter w′

i can be expressed as:

w′
i =

wi − ηgwi
⊙mi, if

∑
i

mi < α,

wi + wdownwup, otherwise.

(1)

where η is a learning rate, mi denotes a binary mask mark-
ing sensitive parameters, gwi is the gradient of parame-
ter wi, wdownwup denotes the low-rank adaptation (LoRA)
[17], and α is the number of parameters of wdown and wup.

3.2. Motivation Analysis on SPT

Although the existing SPT has shown superior performance,
it only focuses on the level of the entire parameter matrix
to evaluate the sparse characteristic of sensitive parameters
(see Eq. 1), which overlooks its distribution characteristic at
the level of row and column vectors. This results in its ad-
ditional storage burden and limited performance improve-
ment. Next, we conduct a detailed analysis on this point.

Case 1: Parameter Matrix wi Satisfying
∑

i mi < α.
As shown in Eq. 1, existing SPT employs a full fine-tuning
with sensitivity mask mi to tune such parameters, which is
because the sensitive parameters are very sparse. However,
in this paper, we find that these sensitive parameters actu-
ally are not sparse. The reason it’s considered sparse is that
existing SPT only focuses on the level of entire parameter
matrix to evaluate its sparsity, i.e., comparing the number
of sensitive parameters and LoRA parameters of entire pa-
rameter matrix. However, these sensitive parameters will
become dense when we evaluate its sparsity from the per-
spective of row and column. This is because the distribution
of sensitive parameters is actually not chaotic on entire pa-
rameter matrix but concentrates in a small number of rows
or columns. To illustrate this, in Figure 2, we randomly
select a query parameter matrix wi from pre-trained ViT
weights and then show its sparsity (i.e., the number of sen-
sitive parameters divided by the total number of parameters)
for each row (see Figure 2a), column (see Figure 2b), and
entire matrix (see dotted lines of Figure 2). From results,
we can see that the sensitive parameters at some row and
column (around 43% and 52%) are more dense than entire
matrix. This inspires us an intuitive idea that can we reor-
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Figure 3. An example illustration of weight change.

ganize the dense row and column parameters as a compact
sub-parameter matrix and then tune the sub-parameter in a
low-rank adaptation manner. Its advantage are: (1) using
the low-rank adaptation to model the weight change of sen-
sitive parameters can further reduce trainable parameters;
and (2) the correlation between sensitive row and column
vectors can be fully characterized for enhancing SPT.

Case 2: Parameter Matrix wi Satisfying
∑

i mi ≥ α.
As shown in Eq. 1, to preserve efficient storage and superior
performance, existing SPT employs a structured tuning (e.g.
LoRA [17]) to replace unstructured tuning for tuning these
parameters. Although such method can ensure its accuracy
and efficiency, it also introduces lots of redundant parame-
ters to achieve adaptation of non-sensitive parameters. To
illustrate this issue, given a parameter wi, we assume the
matrix shown in Figure 3a is its sensitive parameter distribu-
tion. For tuning such parameters, LoRA employs two low-
rank matrices A and B to model its change, i.e., △wi = AB
with same size as wi. As shown in Figure 3a, the weight
change actually can divided into four sub-matrices (△w00

i ,
△w01

i , △w10
i , and △w11

i ). That is,

△wi = AB =

[
△w00

i △w01
i

△w10
i △w11

i

]
. (2)

In fact, among them, only the low-rank sub-matrix △w10
i

accounts for modeling the weight change of sensitive row
and column parameters, and others low-rank sub-matrixs
(i.e., △w00

i , △w01
i , and △w11

i ) models either non-sensitive
row parameters or non-sensitive column parameters. This
means that the three low-rank sub-matrixs (i.e., △w00

i ,
△w01

i , and △w11
i ) actually are non-sensitive for down-

stream tasks. Thus, as shown in Figure 3b, an intuitive idea
that whether can we only use the the low-rank sub-matrix
△w10

i to tune the parameter wi? The advantage of such
design is that the trainable parameter will be significantly
reduce when we remove △w00

i , △w01
i , and △w11

i such that
the over-fitting issue can also be effectively alleviated.

3.3. The Proposed CDRA-SPT

Based on the above motivation analysis, we find that the
above unstructured tuning (i.e., Case 1 described in Sec-
tion 3.2) and structured tuning (i.e., Case 2 described in
Section 3.2) used in SPT [14] can all be unified to a struc-
tured tuning applied at the compact sub-parameter matrix

Algorithm 1 PyTorch-style pseudocode for CDRA-SPT.

class CDRA_SPT(nn.Module):
def __init__(self, m_i, in_d, out_d, r):

super(CDRA_SPT, self).__init__()
self.bar_d, self.bar_k, self.c_map, self.r_map =
\self.reorganize(self.mask_w, self.d, self.k)

self.d = in_d
self.k = out_d
self.lora_rank = lora_r

self.w = nn.Parameter(torch.randn(self.d, self.k))
self.bias = nn.Parameter(torch.randn(1, self.k))
self.A = nn.Parameter(torch.randn(self.bar_d, lora_r))
self.B = nn.Parameter(torch.randn(lora_r, self.bar_k))
# binary mask matrix obtained in Step 1
self.mask_w = m_i

def reorganize(self, mask_w, in_dim, out_dim):
sensitive_row = torch.sum(mask_w, dim=1)
_, r_map = torch.sort(sensitive_row, descending=True)
sensitive_col = torch.sum(mask_w[r_map], dim=0)
_, c_map = torch.sort(sensitive_col, descending=True)

# Calculate the dimension of compact matrix
row_dim = in_dim
col_dim = out_dim
for i in range(in_dim):

if torch.sum(mask_w[r_map[i], :]) == 0:
row_dim = i
break

for i in range(out_dim):
if torch.sum(mask_w[:, c_map[i]]) == 0:

col_dim = i
break

return col_dim, row_dim, c_map, r_map

def forward(self, x):
# Reorganize in Step2
bar_w = self.w[self.r_map, :][:, self.c_map]

delta_w = self.A @ self.B
# Eq 6 in Step 3
bar_w[:self.bar_d,:][:, self.bar_k] += delta_w

w = torch.zeros_like(self.w)
# Reverse the reorganization in Step 3
w[self.r_map, :][:, self.c_map] = bar_w

return x @ w + self.bias

level. Based on this fact, we propose a novel compact
dynamic-rank adaptation-based tuning method for SPT,
called CDRA-SPT. The main idea is that with the row/col-
umn distribution characteristic of sensitive parameters, we
reorganize the sensitive parameters by following its row and
column into a compact sub-parameter matrix, and then per-
form unified structured tuning at sub-parameter matrix level
to enhance existing SPT performance.

As shown in Algorithm 1, given a pre-trained
model {w0, ..., wi, ..., wN} and a downstream task τ =
{Dtr,Dte} where Dtr and Dte denote its training and test
set, our CDRA-SPT achieve PEFT by three steps:

Step 1. we first evaluate the sensitivity si for each pa-
rameter wi ∈ {w0, ..., wi, ..., wN}. Here, the sensitivity
evaluation manner is similar to SPT, i.e. calculating and re-
garding its accumulated square gradient from all training
samples of downstream tasks as parameter sensitivity (i.e.,
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Figure 4. Illustration of compact sub-parameter matrices. Here, the red box represents the transformed compact sub-parameter matrices.

si = g2i where gi is its gradient). That is,

g2i =

∑
x∈Dtr (∇Lx(wi)

2)

∥Dtr∥
, si = g2i , (3)

where ∥∥ is the set size and ∇Lx(wi) denotes the gradients
from training sample x. Finally, we select the top-γ sen-
sitive weight as the sensitive parameters. In particular, we
denote these sensitive parameters for each parameter matrix
wi by using a binary mask mi where “1” denotes sensitive
parameters and “0” denotes non-sensitive parameters.

Step 2. To fully exploit the distribution character of sen-
sitive parameters, we propose to reorganize each parame-
ter matrix wi in a descending order of importance along its
rows and columns. As a result, a new parameter w̄i can be
obtained where these sensitive parameters can be clustered
into a compact sub-parameter matrix. That is,

w̄i = Reorganize(wi) =

[
w̄00

i w̄01
i

w̄10
i w̄11

i

]
, (4)

where Reorganize() denotes parameter transformation and
all sensitive parameters will be clustered to sub-parameter
matrix w̄10

i . Note that the parameter transformation
Reorganize() is only the reordering of rows and columns,
which is inverse. Thus, the original parameter wi can be
again obtained by using a reverse transformation. That is,

wi = Reorganize−1(w̄i), (5)

where Reorganize−1() is the reverse transformation.
Step 3. Considered that all sensitive parameters are dis-

tributed in sub-parameter matrix w̄10
i , instead of perform-

ing PEFT on the entire parameter matrix, we propose to
directly perform low-rank adaptation on the sub-parameter
matrix w̄10

i to model its weight change △w̄i. As a result, an
adapted parameter matrix w̄′

i can be obtained. That is,

w̄′
i = w̄i +△w̄i =

[
w̄00

i w̄01
i

w̄10
i +AB w̄11

i

]
, (6)

where A and B denotes its learnable low-rank matrices. Fi-
nally, we employ the reverse transformation described in
Eq. 5 to achieve the adapted parameters w′

i in original pa-
rameter space and then perform PEFT of downstream task.

3.4. Dynamic-Rank Allocation Strategy

Until now, we have introduced all framework details of our
CDRA-SPT, a remaining problem is: how to allocate the
rank for low-rank matrices A ∈ Rdi×r and B ∈ Rr×ki

used to model the weight change of sub-parameter matrix
w̄10

i . A direct and simple allocation method is following
existing low-rank adaptation methods [17] and setting fixed
rank (e.g., r = 8 or r = 16) for modeling all sub-parameter
matrix w̄10

i . The assumption behind such approach is that
the intrinsic dimension of all sub-parameter matrix w̄10

i

from pretrained models are all the same. However, a na-
ture question is “Is this assumption reasonable?”

To answer this question, in Figure 4, we randomly select
four parameter matrices from various parameter types (i.e.,
query matrix, value matrix, and feedforward matrix from
transformer layers) and visualize the sensitive parameters of
reorganized compact parameter matrices (i.e., the parameter
matrix w̄i obtained by Eq. 4). The results are shown in Fig-
ure 4. From the results, we can see that although the size of
parameter matrix wi ∈ {w0, ..., wi, ..., wN} are all the same
(i.e., 768 × 768), its size of compact sub-parameter matri-
ces w̄10

i is different. For example, the size of compact sub-
parameter matrices w̄10

i from 15-layer FNN weight matrix
is 589×284, but the ones from 10-layer FNN weight matrix
is 318×533. Besides, we also calculate the proportion of the
sensitive parameters in the compact sub-parameter matrices
w̄10

i (see the red number of Figures. 5a ∼ 5e). From results,
we can see that the proportion of the sensitive parameters
are all different. The above results suggest that setting fixed
rank (e.g., r = 8 or r = 16) for modeling all sub-parameter
matrix change is difficult to fit its change of size and propor-
tion of the sensitive parameters of sub-parameter matrices.

Based on the above analysis, an intuitive idea is how al-
locate the matrix rank in an adaptive manner such that the
dynamic characteristics of compact sub-parameter matri-
ces w̄10

i can be finely modeled. Based on this, we propose
a novel dynamic-rank allocation strategy. Our key insight
is that the number of sensitive parameters and the compact
matrix’s dimension may reflect the the intrinsic dimension
of compact sub-parameter matrix w̄10

i , i.e., (1) the smaller
the number of sensitive parameters, the smaller the intrinsic
dimension and (2) the smaller the dimensions of a compact
matrix, the smaller the intrinsic dimension. Based on the
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Full [19] 68.9 87.7 64.3 97.2 86.9 87.4 38.8 75.9 79.7 95.7 84.2 73.9 83.4 56.3 58.6 41.7 65.5 57.5 46.7 25.7 29.1 47.6 65.57 100.00

Addition-based methods

MLP-3 [19] 63.8 84.7 62.3 97.4 84.7 32.5 49.2 67.8 77.0 88.0 70.2 56.1 72.8 47.8 32.8 32.3 58.1 12.9 21.2 15.2 24.8 30.6 53.21 1.50
VPT-Shallow [19] 77.7 86.9 62.6 97.5 87.3 74.5 51.2 76.8 78.2 92.0 75.6 72.9 79.7 50.5 58.6 40.5 67.1 68.7 36.1 20.2 34.1 47.0 64.85 0.13

VPT-Deep [19] 78.8 90.8 65.8 98.0 88.3 78.1 49.6 78.5 81.8 96.1 83.4 68.4 82.4 68.5 60.0 46.5 72.8 73.6 47.9 32.9 37.8 55.0 69.43 0.70
Adapter [16] 69.2 90.1 68.0 98.8 89.9 82.8 54.3 79.0 84.0 94.9 81.9 75.5 84.1 80.9 65.3 48.6 78.3 74.8 48.5 29.9 41.6 58.5 71.44 0.39
NOAH [46] 69.6 92.7 70.2 99.1 90.4 86.1 53.7 80.2 84.4 95.4 83.9 75.8 84.9 82.8 68.9 49.9 81.7 81.8 48.3 32.8 44.2 61.3 73.25 0.50

Reparameterization-based methods

Linear [19] 63.4 85.0 64.3 97.0 86.3 36.6 51.0 69.1 78.5 87.5 68.6 74.0 77.2 34.3 30.6 33.2 55.4 12.5 20.0 9.6 19.2 26.9 53.00 0.05
PARTIAL-1 [19] 66.8 85.9 62.5 97.3 85.5 37.6 50.6 69.4 78.6 89.8 72.5 73.3 78.5 41.5 34.3 33.9 61.0 31.3 32.8 16.3 22.4 34.2 56.52 8.38

Bias [37] 72.8 87.0 59.2 97.5 85.3 59.9 51.4 73.3 78.7 91.6 72.9 69.8 78.3 61.5 55.6 32.4 55.9 66.6 40.0 15.7 25.1 44.1 62.05 0.16
LoRA [17] 68.1 91.4 69.8 99.0 90.5 86.4 53.1 79.8 85.1 95.8 84.7 74.2 84.9 83.0 66.9 50.4 81.4 80.2 46.6 32.2 41.1 60.2 72.63 0.90

Selection-based methods

GPS [47] 70.8 93.9 74.8 99.4 82.4 91.4 51.6 80.6 87.2 95.7 86.1 76.1 86.3 80.9 61.8 54.0 81.4 84.2 52.6 30.2 45.5 61.3 73.68 0.25
SPT-LoRA-8 [14] 72.8 92.7 72.6 99.3 91.2 86.7 55.2 81.5 85.5 95.8 85.7 75.6 85.7 82.0 68.1 49.4 81.4 80.2 48.6 29.4 39.7 59.9 73.26 0.51

SPT-LoRA-16 [14] 71.9 93.2 71.0 99.3 91.2 89.6 55.2 81.6 86.4 96.2 85.6 76.2 86.1 83.2 67.0 52.0 82.9 81.8 49.6 32.3 39.0 61.0 73.87 1.36
CDRA-SPT (Ours) 73.8 93.3 72.7 99.4 91.6 89.9 55.8 82.4 86.8 96.2 86.2 76.0 86.3 83.0 68.9 51.5 82.1 80.9 51.7 33.0 43.2 61.8 74.53 0.49

Table 1. Performance comparisons on VTAB-1k with ViT-B/16 models pre-trained on ImageNet-21K. Best results are highlighted in bold.

above insight, we propose dynamically allocating compact
matrix’s rank r̄i according to the sensitive parameters and
compact matrix’s dimension (i.e., its row d̄i and column k̄i).
That is, finding a maximum rank r as r̄i and satisfy:

r̄i =max(r),

s.t.
∑

mi ≥ (d̄i × r + k̄i × r)× di × ki

d̄i × k̄i
),

(7)

where di and ki denote the dimension of the original matrix,
and mi denotes the binary mask where its value ’1’ denotes
the corresponding weights are sensitivity parameters. The
goal of Eq. 7 is to ensure that the number of trainable pa-
rameters of our CDRA is always lower than the number of
sensitive parameters, and the smaller the dimension of com-
pact sub-parameter matrix w̄10

i , the lower its number.

4. Experiments
4.1. Experimental Settings

Datasets. Following SPT [14], we evaluate our method of
CDRA-SPT and various baselines on a series of datasets,
including image classification and semantic segmentation
tasks. For image classification, we use: VTAB-1k: [38] Vi-
sual Task Adaptation Benchmark (VTAB), which consists
of 19 visual classification tasks grouped into three types:
natural image classification tasks, specialized image clas-
sification tasks, and structured image classification tasks.
FGVC: Fine-Grained Visual Classification (FGVC) bench-
mark, which includes five downstream tasks: CUB-200-
2011 [34], NABirds [33], Oxford Flowers [28], Stanford-
Dogs [21], and StanfordCars [10].

For semantic segmentation, we evaluate on: ADE20K:
[49]A large-scale dataset, with over 20,000 images anno-
tated across 150 object and stuff categories, is commonly

used for semantic segmentation tasks due to its diverse
scenes and detailed annotations. VOC: [7] The PASCAL
VOC dataset, consisting of 20 object categories with pixel-
level annotations, is known for its well-defined evaluation
protocols and balanced class distribution.

Baselines and Evaluation Metrics. In order to demon-
strate the effectiveness of our CDRA-SPT method, we com-
pare our CDRA-SPT with four type parameter-efficient
fine-tuning methods: (i) Full: As the most commonly used
method, full fine-tuning updates all parameters of the whole
model for adaptation to downstream tasks. (ii) Addition-
based: The trainable parameters are added to the model in
this method, but require extra computational cost during in-
ference. Consisting of MLP-k, Adapter [16], VPT [19] and
NOAH [46]. (iii) Reparameterization-based: The train-
able parameters can be merged into the original parameter
matrix after fine-tuning without computational cost during
inference, including LINEAR, PARTIAL-k, BIAS [37], and
LORA [17]. (iv)Selection-based: select some important
parameters as a subset of parameters in the backbone for
fine-tuning, including SPT [14] and GPS [47]. In particu-
lar, our CDRA-SPT method can be categorized into the type
of selection-based PEFT approaches, thus existing SPT [14]
and GPS [47] methods are our key competitors in this paper.

Implementation Details. Following SPT [14], we employ
AdamW optimizer with cosine learning rate decay to fine-
tune the model for 100 epochs. And we use the standard
data augmentation pipeline to process images in all datasets
of the FGVC, VTAB-1k. We set the same number of train-
ing samples as the SPT to select sensitive parameters. All
experiments are conducted on NVIDIA 4090 GPU.
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Dataset CUB-2011 NABrids OxfordFlowers Stan.Dogs Stan.Cars MeanAcc. Params.(%)

Full [19] 87.3 82.7 98.8 89.4 84.5 88.54 100.00
Linear [19] 85.3 75.9 97.9 86.2 51.3 79.32 0.21
Bias [37] 88.4 84.2 98.8 91.2 79.4 88.40 0.33

Adapter [16] 87.1 84.3 98.5 89.8 68.6 85.66 0.48
LoRA [17] 85.6 79.8 98.9 87.6 72.0 84.78 0.90

VPT-Shallow [19] 86.7 78.8 98.4 90.7 68.7 84.62 0.29
VPT-Deep [19] 88.5 84.2 99.0 90.2 83.6 89.11 0.99

SPT-LoRA-8 [14] 88.0 83.5 99.3 89.8 86.7 89.46 1.20
SPT-LoRA-16 [14] 88.2 83.8 99.3 89.7 87.4 89.69 2.28
CDRA-SPT (Ours) 88.6 83.4 99.3 89.8 88.2 89.86 0.86

Table 2. Results of image classification on FGVC datasets.

Dataset ADE20k VOC

Method mDice (↑) mIoU (↑) Params.(%) mDice (↑) mIoU (↑) Params.(%)

Bias 72.8 60.7 0.12 74.3 62.4 0.12
LoRA 73.8 61.9 1.20 75.0 63.9 0.34

Adapter 72.9 60.9 0.34 76.7 65.9 0.34
SPT-LoRA-8 73.3 61.4 0.83 76.5 65.2 0.87

SPT-LoRA-16 73.3 61.4 1.60 76.9 66.3 1.70

CDRA (ours) 74.0 62.0 0.82 77.4 66.4 0.70

Table 3. Result of semantic segmentation on ADE20K and VOC.

4.2. Discussion of Results

Image Classification Tasks. We evaluate various base-
lines and our CDRA-SPT on the FGVC and VTAB bench-
marks. The results are reported in Tables 1 and 2, respec-
tively. From the results, it can be found that our CDRA-
SPT outperforms all baseline methods on both FGVC and
VTAB, which sufficiently proves the effectiveness of our
method. Specifically, on VTAB dataset, we can see that 1)
our CDRA-SPT exceeds existing addition-based methods
by a large margin. This is reasonable since our CDRA-
SPT explores weight sensitivity, which can finely charac-
terize distribution of downstream task; 2) different from
reparameterization-based methods, our CDRA-SPT focuses
on selecting sensitive sub-parameters to perform PEFT of
downstream tasks. This improvement results verify the su-
periority of our CDRA-SPT; and 3) our CDRA-SPT obtains
around 1% ∼ 2% accuracy improvement of the mean accu-
racy compared to selection-based methods. In particular,
our CDRA-SPT method also exceeds our key baseline (i.e.,
SPT-LoRA-8 even SPT-LoRA-16), while it only use 0.49%
of trainable parameters and is below the parameter number
of SPT-LoRA-8, which verifies our CDRA-SPT superiority.
Besides, on FGVC, we also similar performance improve-
ments, i.e., 1) our CDRA-SPT also achieves best classifi-
cation over previous PEFT methods and 2) our CDRA-SPT
exceeds our key competitors (i.e., SPT) by around 2 %. This
further shows the superiority of our CDRA-SPT.
Semantic Segmentation Tasks. In Table 3, we conduct
semantic segmentation experiments on ADE20K[49] and
VOC [7]datasets to show the universality of our CDRA-
SPT. In particular, following [14], 1) we select DINOV2
[32] as our pre-trained models and report mDice and mIoU
as our comparison metrics; and 2) we implement Bias [37],
LoRA [17], Adapter [16], SPT-LoRA-8, and SPT-LoRA-16
as our baselines. From these results, we can see that 1) our
CDRA-SPT achieves the best segmentation performance on
all datasets. This further verifies the effectiveness; and 2)

Method Natural Specialized Structured Mean Acc Params. (%)

(i) Dynamic rank 82.4 86.3 61.8 76.8 0.49
(ii) Fixed Rank-8 81.0 84.5 59.4 75.0 0.42
(iii) Fixed Rank-16 81.0 85.2 59.2 75.1 0.76
(iv) Fixed Rank-32 80.8 85.2 60.1 75.4 1.45

Table 4. Analysis of compact dynamic-rank adaptation on VTAB.
Case1 Case2 Natural Specialized Structured Mean Acc Params. (%)

(i) 80.9 85.3 60.0 75.4 0.94
(ii) ✓ 81.2 85.5 60.3 75.7 0.88
(iii) ✓ 81.4 85.8 60.2 75.8 0.46
(iv) ✓ ✓ 81.7 85.8 60.3 76.0 0.37

Table 5. Ablation study of our CDRA on Cases 1 and 2 of Eq. 1.

our CDRA-SPT only use around 0.4% trainable parameters,
which is below the number of our key baseline (i.e., SPT-
LoRA-8, and SPT-LoRA-16). This means that our CDRA-
SPT indeed alleviates the parameter redundancy issue of ex-
isting SPT while achieving better PEFT performance.

4.3. Ablation Study

Is our idea (i.e., applying dynamic-rank adaptation at
compact sub-parameter matrix) effective? In Table 4,
we conduct an ablation study on VTAB dataset to show
the effectiveness of introducing dynamic rank adaptation at
compact sub-parameter matrix. Specially, (i) we implement
our CDRA-SPT as our baseline (i.e. applying dynamic-
rank adaptation at compact sub-parameter matrix); Then,
on (ii) ∼ (iv) we replace the dynamic-rank adaptation of
our CDRA-SPT by using a fixed-rank (i.e., 8-rank adapta-
tion, 16-rank adaptation, and 32-rank adaptation) adapta-
tion used in existing SPT method, respectively. From the
results, we can see that the performance of (i) outperforms
(ii) ∼ (iv) by a large margin and the number of trainable pa-
rameters on (i) is lower than the ones of (iii) ∼ (iv), which is
reasonable because the dynamic-rank characteristic of sub-
parameter matrix can be fully exploited for PEFT. This sug-
gests that our idea, i.e., applying dynamic-rank adaptation
at compact sub-parameter matrix, is very effective for SPT.
Is our CDRA (i.e., compact dynamic-rank adaptation)
all effective for cases 1 and 2 of SPT? To answer this ques-
tion, in Table 5, we conduct an ablation study on VTAB
dataset. Specially, (i) we remove our CDRA at Cases 1 and
2 of Eq. 1 as our baseline (i.e. using Eq. 1 to perform PEFT);
(ii) we replace the mask tuning of Eq. 1 by using our CDRA
on (i), i.e., applying our CDRA at Case 1 of Eq. 1; (iii)
we replace the low-rank adaptation of Eq. 1 by using our
CDRA on (i), i.e., applying our CDRA at Case 2 of Eq. 1;
and (iv) we apply our CDRA at both Case 1 and Case 2
of Eq. 1 on (i), which is exactly our CDRA-SPT method.
From these results, we can see that 1) the performance of
(ii) ∼ (iv) exceed (i) by around 0.1 % ∼ 1%, which suggests
that our CDRA is very effective, which can alleviate pa-
rameter redundancy meanwhile achieving performance im-
provement; and 2) the setting of (iv) achieves best PEFT
performance and minimum number of trainable parameters,
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Method Natural Specialized Structured Mean Acc Params. (%)

(i) Baseline (SPT) 81.5 85.7 59.9 75.7 0.51
(ii) + CDRA-SPT (×1.0) 82.4 86.3 61.8 76.8 0.49
(iii) + CDRA-SPT (×1.5) 81.0 85.0 58.9 75.0 0.54
(iv) + CDRA-SPT (×0.5) 81.0 84.9 57.9 74.6 0.29

Table 6. Analysis of sub-parameter matrix’s size on VTAB.

Method Natural Specialized Structured Mean Acc Params. (%)

(i) Baseline (SPT) 81.5 85.7 59.9 75.7 0.51
(ii) + CDRA (△w00

i ) 81.2 85.3 59.2 75.2 0.74
(iii) + CDRA (△w01

i ) 80.7 85.3 58.4 74.8 0.48
(iv) + CDRA (△w10

i ) 82.4 86.3 61.8 76.8 0.49
(v) + CDRA (△w11

i ) 81.2 84.6 58.9 74.9 0.73

Table 7. Analysis of different compact sub-parameter matrices.

Method Inference Time (ms/img) Inference Memory (GB) Fine-tuning Memory (GB)

Full 2.8 1.3 11.9
VPT-Deep 3.8 1.9 13.2

LoRA 2.8 1.3 8.2
SPT 2.8 1.3 9.8

CDRA-SPT 2.8 1.3 8.3

Table 8. Anaysis of computational cost on VTAB.

which verifies the superiority of our CDRA-SPT method.
How does the size of sub-parameters impact the perfor-
mance of our method? In Table 6, we analyzed the impact
of the size of sub-parameters on PEFT performance. Specif-
ically, (i) we first implement existing SPT as our baseline;
Then, (ii) we apply our CDRA on (i), which is exactly
our CDRA-SPT; (iii) we expand the size of compact sub-
parameter matrix on (ii) to 1.5 times; (iv) we reduce the size
of compact sub-parameter matrix on (ii) to 0.5 times. From
these results, we can see that 1) our CDRA-SPT achieves
the best PEFT performance; and 2) the performance of our
CDRA-SPT decreases around 1% ∼ 2%, which may be be-
cause too large or too small sub-parameter matrix leads to
overfitting or underfitting issues of downstream tasks.
How does tuning different sub-parameters impact per-
formance? To answer this question, we achieve our
CDRA-SPT on different sub-parameter matrices (i.e.,
△w00

i , △w01
i , △w10

i , and △w11
i ) on the VTAB dataset.

The results are reported in Table 7. From these results, it
can be observed is that our CDRA-SPT applying at sub-
parameter matrices △w10

i achieve the best PEFT perfor-
mance. This is reasonable since the sub-parameter matrices
△w10

i indeed is more sensitive than sub-parameter matrices
△w00

i , △w01
i , and △w11

i ), after reorganizing the parameter
matrix in theory. Thus, fine-tuning △w10

i is more effective.
How much our CDRA-SPT take computational cost? In
Table 8, we report the computational cost of our CDRA-
SPT where we select fullfine-tuning, VPT-Deep, LORA,
and SPT as our comparison baselines. From results, we
observe that 1) the VPT-Deep method takes higher infer-
ence latency and GPU memory, which is because it intro-
duces additional prompts as inputs; and 2) our CDRA-SPT
achieves comparable inference latency and GPU memory
with Full, LoRA, SPT methods. This is reasonable because
the learned parameter (i.e., weight changes) by our CDRA-
SPT can also be reparameterized and merged into the pre-
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Figure 5. Distributation of the size number of compact sub-
parameters at natural, specialized, and structured datasets.

trained model. Thus, our CDRA-SPT does not consume
additional cost to perform downstream tasks. Besides, it
can be found that our CDRA-SPT takes less memory than
baselines during fine-tuning, which verifies our efficiency.
How does the row/column dimension of compact sub-
parameter matrix distribute at different datasets? To
answer this question, in Figure 5, we visualize the dimen-
sion distribution of compact sub-parameter matrix at all lay-
ers. Specifically, we randomly select three datasets from
natural image classification tasks, specialized image classi-
fication tasks, and structured image classification task, re-
spectively, and then count the number of rows (see red line)
and columns (see blue line) of all compact sub-parameter
matrices. From the results, we can see that most parameter
matrices all are grouped into a very compact sub-parameter
matrix with mean row dimension of 121 ∼ 221 and mean
column dimension of 384 ∼ 567, which verifies the ratio-
nality of our idea (i.e., compact dynamic-rank adaptation).

5. Conclusions
In this paper, we find a new distribution character of sen-
sitive parameters, i.e., these sensitive parameters usually
concentrate in a small number of rows or columns. Re-
sorting to such characters, this paper proposes a novel
compact dynamic-rank adaptation method for sensitivity-
aware parameter efficient fine-tuning, called CDRA-SPT.
Its advantage is that the dynamic-rank characteristic of sub-
parameter matrix can be fully exploited for PEFT. Experi-
mental results on various datasets show that our CDRA-SPT
achieves superior performance over previous methods.
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