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Abstract

Vision-language models like CLIP have shown impres-
sive capabilities in aligning images and text, but they often
struggle with lengthy and detailed text descriptions because
of their training focus on short and concise captions. We
present GOAL (Global-local Object Alignment Learning),
a novel fine-tuning method that enhances CLIP’s ability to
handle lengthy text by leveraging both global and local se-
mantic alignments between image and lengthy text. Our
approach consists of two key components: Local Image-
Sentence Matching (LISM), which identifies correspond-
ing pairs between image segments and descriptive sen-
tences, and Token Similarity-based Learning (TSL), which
efficiently propagates local element attention through these
matched pairs. Evaluating GOAL on three new benchmarks
for image-lengthy text retrieval, we demonstrate signifi-
cant improvements over baseline CLIP fine-tuning, estab-
lishing a simple yet effective approach for adapting CLIP
to detailed textual descriptions. Through extensive experi-
ments, we show that our method’s focus on local semantic
alignment alongside global context leads to more nuanced
and representative embeddings, particularly beneficial for
tasks requiring fine-grained understanding of lengthy text
descriptions.

1. Introduction
After the emergence of CLIP [21], numerous methods
[19][36][4][14] have been proposed to bridge the modal-
ity gap between images and text showcasing significant ad-
vancements. By aligning hundreds of millions of image-
caption pairs through contrastive learning, CLIP success-
fully encodes images and text into a unified embedding
space. The resulting distribution of image and text em-
beddings captures both visual and linguistic semantics, en-
abling zero-shot transfer to various downstream tasks, such
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(a) CLIP (b) GOAL

Figure 1. Comparison of CLIP and our GOAL’s capability in han-
dling image-text alignment. (a) CLIP is limited to global image-
text matching, treating the entire image and full caption as single
units without detailed associations. (b) GOAL can establish pre-
cise local alignments between specific regions in the image and
their corresponding textual descriptions in the caption (highlighted
in purple).

as classification [24][8][25][32] and retrieval [12][29][22],
while achieving decent performance.

However, fine-tuning a pre-trained CLIP (Fig. 1 (a))
model for specific domains faces limitations, as CLIP is
trained on general, short captions (e.g., 77 tokens in the
vanilla model) that focus on high-level image concepts.
When tasked with longer, more detailed text, CLIP strug-
gles to capture nuanced information, as the unified em-
bedding space is optimized for concise descriptions. This
makes adapting CLIP for retrieval tasks requiring lengthy
text challenging without architectural adjustments or spe-
cialized training techniques.

In this paper, we propose a novel but simple fine-tuning
method for image and lengthy text pairs, called Global-local
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Object Alignment Learning (GOAL) (Fig. 1 (b)). Here, we
refer to “global” as the entire image or text and “local”
as a sub-part, such as a segment of the image or a specific
sentence in the text. The idea behind GOAL is to enable
the encoder model to focus on the dominant local elements
within each image and text sample, thereby enhancing the
overall understanding of the sample and producing a more
representative embedding.

GOAL has two key components: First, Local Image-
Sentence Matching (LISM), a pipeline that extracts local
segments from images and matches them with correspond-
ing descriptive sentences from the entire caption. Sec-
ond, we introduce Token Similarity-based Learning (TSL),
a method that effectively propagates attention of local el-
ement using the local pairs obtained through the LISM
pipeline. To address the challenge of image-lengthy text
retrieval, we propose new benchmarks, evaluating GOAL
on three diverse datasets (DOCCI [20], DCI [27], and Ur-
ban1k [37] ) containing image-lengthy caption pairs, and
demonstrating substantial fine-tuning performance com-
pared to the original CLIP tuning. The main contributions
of our work can be summarized as follows:
• We propose GOAL, a fine-tuning approach that enhances

CLIP’s understanding of local elements within samples to
improve embedding representations.

• GOAL includes two components: Local Image-Sentence
Matching (LISM) for generating pseudo local pairs, and
Token Similarity-based Learning (TSL) for efficient prop-
agation the attention of local elements.

• Through experiments on newly proposed benchmarks,
we show that GOAL significantly improves performance
over the original CLIP and baseline models.

2. Related Work
Vision-Language Pre-training. Research on addressing
alignment differences between vision and language modal-
ities has brought the Contrastive Language-Image Pre-
training (CLIP) [21] model into the spotlight. CLIP, a multi-
modal embedding model trained through contrastive learn-
ing on over 400 million image-text pairs, effectively aligns
visual and textual representations while demonstrating re-
markable zero-shot capabilities. Following its success,
larger pre-training models emerged, such as ALIGN [10]
and Florence [35], trained on image-text pairs from datasets
containing 1.8B and 900M samples, respectively. However,
these models typically rely on short, broad image descrip-
tions as captions, causing them to miss crucial local-level
detailed information. While Long-CLIP [37] addressed
this limitation by utilizing synthetic lengthy captions gen-
erated by multi-modal LLMs [33][30][7][6], it requires an
expensive data preparation process. To overcome this lim-
itation more efficiently, we present a fine-tuning method
that enhances CLIP’s ability to capture both local-detail and

global-semantic information by training it on a dataset con-
taining detailed, multi-sentence captions.

Utilizing Local Elements in Vision-Language Model
Training. In terms of vision-language alignment models,
using local elements’ knowledge to improve the model’s
general ability has been widely explored across vari-
ous domains. Visual-Textual Attributes Alignment (Vi-
TAA) [31] learns to align full-person images corresponding
to the global-level with text describing the whole person
to perform a person re-identification task [26][3][39][40],
while also learning to align the image and text for at-
tributes (e.g., hair, pants, shoes) that correspond to the
local-level. This approach combines global-local rela-
tions, enabling richer visual-language representation learn-
ing. CLOC (Contrastive Localized Language-Image Pre-
Training) [1] builds 2 billion image-text datasets and uses
them for pre-training models by matching local objects
and phrase-levels through Open-vocabulary Detector (e.g.,
OWLv2 [18], GLIPv2 [38]) models to improve local-
ization capabilities while maintaining CLIP’s global-level
representation, demonstrating superior performance com-
pared to the original pre-trained CLIP model. In contrast,
our proposed GOAL method efficiently learns global-local
relationships through fine-tuning with significantly fewer
datasets and computational resources compared to large-
scale pre-training approaches.

3. Method

In this section, we introduce Local Image-Sentence Match-
ing (LISM), a pipline that generates local-level pseudo pairs
from a given image-caption pair (Sec. 3.1). We then present
the Token Similarity-based Learning (TSL) method, which
leverages these pseudo pairs to address global-level biases
in CLIP [21] (Sec. 3.2).

3.1. Local Image Sentence Matching

We propose Local Image-Sentence Matching (LISM)
Fig. 2, which separates a given caption into individual sen-
tences and identifies corresponding image segments, match-
ing each sentence with its relevant segment. To this end, we
first decompose a given caption Tg , which provides detailed
descriptions of a given image Ig , into individual sentences,
resulting in text segments {Tl,i}Mi=1, where M is the num-
ber of sentences. We then leverage SAM [11] to segment
the image Ig into semantic units, obtaining masks for indi-
vidual objects along with the background. We expand each
mask into a rectangular bounding box that includes the sur-
rounding area, allowing us to leverage contextual informa-
tion for matching with the caption. As a result, we obtain a
set of local images, {Il,i}Ni=1, where N represents the num-
ber of local regions. Note that in this process, we filter out
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Figure 2. Overview of Local Image-Sentence Matching (LISM) pipeline. Given a global image and its detailed caption, LISM uses SAM
to segment the image into local regions and splits the caption into individual sentences. These local pairs are then processed through CLIP
encoders to obtain CLS embeddings, which are used for maximum similarity matching to identify the most relevant image-sentence pairs.

segments smaller than 1% of the total image area to exclude
very small objects and reduce noise from SAM.

We use CLIP [21] to match the decomposed caption seg-
ments with the corresponding image segments. Specifically,
we extract the CLS token embeddings for each local text
segment Tl,j from the text encoder of CLIP, ϕt as follows:

{tclsl,i }Mi=1 = ϕt({Tl,i}Mi=1). (1)

Similarly, for both the original image Ig and each image
segment Il,i, we extract the CLS token embeddings from
the visual encoder of CLIP as follows:

vclsg = ϕv(Ig), {vclsl,i }Ni=1 = ϕv(Il,i). (2)

Next, we compute the cosine similarity between each local
text embedding tclsl,i and the global image embedding vclsg or
the local image embeddings {vclsl,i }Ni=1. Among all matched
pairs, each local text embedding is matched with its highest
similarity image embedding. From all these matched pairs,
we select the one pair with the highest similarity score and
denote it as (Il, Tl). If the matched image in this selected
pair is the global image Ig , we discard this pair. This match-
ing strategy excludes global image matches from the final
selection to ensure high-quality local pair associations.

3.2. Token Similarity based Learning

While CLIP’s pretraining with image-text pairs effectively
learns global alignment, its training with brief captions lim-
its the model’s ability to capture fine-grained local details
from lengthy descriptions. To address this, we propose To-
ken Similarity based Learning (TSL) (Fig. 3). Our approach
uses local pairs obtained through the LISM pipeline and
implements a fine-tuning strategy that effectively propa-
gates local-level information. Specifically, TSL maximizes
the similarity between patch tokens of local regions in the
global image and their corresponding local image embed-
dings, while applying the same principle to text by increas-
ing the similarity between sequence tokens of local parts

in the global text and their corresponding local text embed-
dings. To implement this strategy, we need to extract both
local and global features from the input pairs. Using CLIP’s
vision encoder ϕv and text encoder ϕt, we extract both local
and global features as follows: For the local text Tl:

tclsl = ϕt(Tl) ∈ Rd, (3)

where tclsl represents the last layer CLS token embedding.
For the global text Tg , the text encoder extracts:

Sg = ϕt(Tg) ∈ RM×d, (4)

where M is the sequence length of Tg , and Sg represents the
last layer sequence tokens of Tg . To handle text sequences
longer than CLIP’s standard 77 token limit, we adopt Long-
CLIP’s [37] positional embedding interpolation method in
our text encoder. For the local image Il, we obtain:

vclsl = ϕv(Il) ∈ Rd, (5)

where vclsl represents the last layer CLS token embedding.
For the global image Ig , the vision encoder extracts:

Pg = ϕv(Ig) ∈ RN×d, (6)

where N denotes the number of patch tokens in Ig , d is the
embedding dimension and Pg represents the last layer patch
tokens of Ig . We process both global and local pairs through
shared CLIP encoders to learn both types of features simul-
taneously. This weight sharing ensures consistent encoding
in the shared embedding space. Let T denote the set of to-
ken indices corresponding to the local text segment. We can
identify the sequence tokens in Sg that correspond to Tl:

Sm =
1

|T |
∑
i∈T

Sg[i] ∈ Rd, (7)

where |T | denotes the number of selected sequence tokens.
The aggregated features are then projected into a shared em-
bedding space, where both text and image representations
are aligned:

Ŝl = proj(Sm) ∈ Rd, (8)
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Figure 3. Overview of Token Similarity based Learning (TSL). The framework processes global image-text pairs and their local pairs
through shared CLIP encoders, extracting patch and sequence tokens. TSL identifies and projects corresponding token regions to match
local CLS embeddings, enabling attention on local element.

where proj(·) represents a learned projection function.
Given that each local image region Il has its bounding

box coordinates (x1, y1, x2, y2) obtained from LISM in the
global image Ig , we can leverage this spatial information
to identify specific patch tokens from Pg that correspond to
the local image region, filtering out patches from other parts
of the global image. Let B denote the set of indices of patch
tokens located inside the bounding box. We aggregate these
tokens using average pooling to capture comprehensive in-
formation from the selected region:

Pm =
1

|B|
∑
i∈B

Pg[i] ∈ Rd, (9)

where |B| denotes the number of selected patch tokens. The
aggregated features are then projected into a shared embed-
ding space where both text and image representations are
aligned:

P̂l = proj(Pm) ∈ Rd, (10)

where proj(·) represents a learned projection function. We
train our model with multiple objectives combined into a
final loss function:

Ltotal = λglobalLglobal + λlocalLlocal + λTSLLTSL, (11)

where λ is a hyperparameter controlling the contribution
of local alignment. We apply contrastive learning at both
global and local levels, adopting the contrastive learning
used in CLIP . At the global level:

Lglobal = Lcontrast(v
cls
g , tclsg ), (12)

where vclsg and tclsg are the CLS token embeddings of the
global image Ig and global text Tg , respectively. This global

alignment ensures that the model maintains CLIP’s original
capability to capture global relationships between image-
text pairs. Similarly, for local-level contrastive learning:

Llocal = Lcontrast(v
cls
l , tclsl ), (13)

where vclsl and tclsl are the CLS token embeddings of the
local image Il and local text Tl, respectively. By apply-
ing contrastive learning to local CLS token pairs, we en-
courage precise alignment between local image regions and
their corresponding textual descriptions, enabling the model
to learn cross-modal relationships.

The token similarity loss LTSL maximizes the similar-
ity between projected tokens and their corresponding local
CLS token embeddings for both image and text:

LTSL = MSE(sim(P̂l, v
cls
l ),1) + MSE(sim(Ŝl, t

cls
l ),1),

(14)
where sim(·) denotes a function that computes an n × n
similarity matrix with n being the batch size, and 1 is a
n × n matrix with ones on its diagonal entries. By opti-
mizing this loss, the model learns to maximize the similar-
ity between local CLS token embeddings and their corre-
sponding regions in global tokens. This token-level align-
ment strategy enables the model to attention on local el-
ement, enhancing fine-grained understanding capabilities.
This fine-tuning method effectively addresses CLIP’s in-
herent limitation in capturing local details from lengthy de-
scriptions, which stems from its pre-training with brief cap-
tions. Through the combination of token-level similarity
learning and global-local contrastive learning, our approach
enables comprehensive understanding of cross-modal rela-
tionships with attention on local element from detailed text
descriptions.
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4. Experiments
In this section, we present our experimental setup in
Sec. 4.1. Our ablation study in Sec. 4.2 demonstrates the
effectiveness of each component in our framework through
experiments. We provide zero-shot experimental results
in Sec. 4.3 to show our model’s generalization capability
across different datasets. Finally, we present qualitative
analysis in Sec. 4.4 through visualization of attention maps.

4.1. Experimental setup

Dataset. We conduct experiments on three datasets:
DOCCI [20], DCI [27] and Urban1k [37], each contain-
ing images with long and detailed captions, designed to
enable vision-language models to learn fine-grained visual-
textual relationships. The DOCCI dataset consists of 9,647
training samples and a combined test set of 5,100 samples
(5,000 from the test set and 100 from the qualification-test
set). Since DCI’s original test set contains only 100 sam-
ples, we instead sampled 2,000 examples from its training
set of 7,805 samples to create a larger test set, establishing
a train-test ratio similar to DOCCI. For both datasets, we
generate pseudo local pairs through our LISM. The datasets
and our sampled test sets used in this research are publicly
available on GitHub1.

Training setting. To validate our approach, we conduct
experiments using two different CLIP [21] backbone archi-
tectures: ViT-B/16, and ViT-L/14 [28][5]. Both models are
fine-tuned for 10 epochs with a batch size of 16. We set
the balance hyperparameters in the total loss function as
λglobal = 1, λTSL = 1, and λlocal = 0.5 to maintain
strong global and TSL learning while moderating the contri-
bution of local loss. The training was performed on a single
NVIDIA RTX 4090 GPU for base models and an NVIDIA
A6000 GPU for the ViT-L/14 model, taking approximately
1 and 2 hours respectively.

Test setting. To handle the long text sequences during in-
ference, we adopt the positional embedding interpolation
technique from Long-CLIP [37]. We evaluate our method
on two different test scenarios: the original test set and our
proposed global-local test set. For the original test set, we
evaluate Text-to-Image (T2I) and Image-to-Text (I2T) re-
trieval performance using Recall@k. For the second sce-
nario, we create a pseudo global-local test set by applying
our proposed LISM to the original test set. Specifically, we
generate local pairs for each image-text pair in the original
test set and append the local pair with the highest similarity
score to create the pseudo global-local test set. For this ex-
tended test set, we using mAP@k as our evaluation metric
since we need to evaluate retrieval performance in situations

1https://github.com/PerceptualAI-Lab/GOAL/tree/main/datasets

with multiple correct answers in our global-local matching
scenario. Both global and local texts are considered correct
answers when querying with either global or local images,
and similarly, both global and local images are considered
correct answers when querying with either type of text.

4.2. Ablation study

We conduct ablation studies to validate the effectiveness
of our proposed GOAL framework. Table 1 and Table 2
present the results on DOCCI and DCI test sets, respec-
tively. We compare four different settings: (1) global fine-
tuning with only Lglobal, (2) local fine-tuning with only
Llocal, (3) w/o TSL with both Lglobal and Llocal without TSL,
and (4) our complete GOAL framework with all loss terms.

The results demonstrate the superiority of our frame-
work across all settings. On the DOCCI dataset with ViT-
L/14, GOAL achieves 84.37% R@1 for text-to-image re-
trieval, surpassing the w/o TSL by 12.87% (74.75%), global
fine-tuning by 14.01% (74.00%), and local fine-tuning by
25.20% (67.39%). Similar improvements are observed
on the DCI dataset, where GOAL with ViT-L/14 achieves
76.89% R@1, outperforming the w/o TSL by 15.83%
(66.38%), global fine-tuning by 16.98% (65.73%), and local
fine-tuning by 42.70% (53.88%). When combined with our
proposed TSL method in the complete GOAL framework,
we observe consistent improvements across both datasets,
demonstrating the effectiveness of our approach.

We evaluate the methods on a global-local joint test set.
Table 3 and Table 4 present mAP@10 scores for both text-
to-image (T2I) and image-to-text (I2T) retrieval tasks on
DOCCI and DCI datasets, respectively. The results demon-
strate our GOAL framework’s capability to effectively han-
dle both global and local feature matching simultaneously.
Specifically, on the DOCCI dataset with ViT-L/14, GOAL
achieves 69.53% mAP@10 for T2I, surpassing the w/o TSL
(66.55%) and global fine-tuning (65.79%) for T2I. Simi-
lar improvements are observed on the DCI dataset, where
GOAL with ViT-L/14 achieves 64.77% and 64.11% for T2I
and I2T, respectively, compared to w/o TSL 58.60% and
59.85%. These results show that our approach successfully
preserves CLIP’s global understanding while incorporating
local feature matching capabilities, leading to improved per-
formance on both global and local matching tasks.

4.3. Comparison to the state of the art

We compare our method with Long-CLIP in zero-shot set-
tings across both datasets. For fair comparison, we evalu-
ate fine-tuning methods trained on one dataset and tested
on the other (zero-shot), alongside models fine-tuned on
the test dataset. In Table 5, our GOAL method fine-tuned
on DOCCI outperforms Long-CLIP when tested on the
DCI dataset in most metrics, achieving 68.93% vs 67.88%
in text-to-image R@1 and 68.43% vs 64.08% in image-
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Backbone Methods Loss Text to Image Recall@K Image to Text Recall@K
Global Local TSL R@1 R@5 R@25 R@50 R@1 R@5 R@25 R@50

ViT-B/16

Global fine-tuning ✓ 72.41 93.27 99.31 99.76 72.04 93.37 99.35 99.80
Local fine-tuning ✓ 65.82 89.96 98.37 99.39 65.73 90.35 98.35 99.51

w/o TSL ✓ ✓ 72.08 93.73 99.24 99.82 71.80 93.57 99.29 99.76
GOAL ✓ ✓ ✓ 79.47 96.65 99.69 99.92 79.43 96.14 99.61 99.90

ViT-L/14

Global fine-tuning ✓ 74.00 93.84 99.04 99.67 73.55 93.94 99.16 99.78
Local fine-tuning ✓ 67.39 90.67 98.16 99.20 66.33 90.41 98.10 99.43

w/o TSL ✓ ✓ 74.75 94.31 99.12 99.71 74.55 94.37 99.27 99.78
GOAL ✓ ✓ ✓ 84.37 97.55 99.76 99.98 82.57 97.37 99.82 99.98

Table 1. Original test set results on DOCCI dataset. Comparison of retrieval performance across different fine-tuning approaches using
ViT-B/16 and ViT-L/14 models. The evaluation metrics include both text-to-image and image-to-text Recall@K. The best and second-best
scores for each method are marked in bold and underlined, respectively.

Backbone Methods Loss Text to Image Recall@K Image to Text Recall@K
Global Local TSL R@1 R@5 R@25 R@50 R@1 R@5 R@25 R@50

ViT-B/16

Global fine-tuning ✓ 66.43 84.74 93.80 96.10 66.58 84.74 95.10 97.65
Local fine-tuning ✓ 59.38 78.49 90.70 93.85 58.18 78.74 90.05 93.75

w/o TSL ✓ ✓ 66.63 84.04 93.75 96.05 66.43 85.29 95.00 97.75
GOAL ✓ ✓ ✓ 72.64 89.89 95.95 97.25 72.84 90.50 96.60 97.90

ViT-L/14

Global fine-tuning ✓ 65.73 84.24 93.25 96.30 65.73 86.04 94.65 96.25
Local fine-tuning ✓ 53.88 75.54 87.84 91.75 51.63 72.64 87.49 91.10

w/o TSL ✓ ✓ 66.38 84.44 93.40 96.30 66.23 86.04 94.75 96.50
GOAL ✓ ✓ ✓ 76.89 91.05 96.55 97.75 76.59 91.20 96.55 98.25

Table 2. Original test set results on DCI dataset. Comparison of retrieval performance across different fine-tuning approaches using ViT-
B/16 and ViT-L/14 models. The evaluation metrics include both text-to-image and image-to-text Recall@K. The best and second-best
scores for each method are marked in bold and underlined, respectively.

Backbone Method
Loss mAP

Global Local TSL T2I I2T

ViT-B/16

Global fine-tuning ✓ 59.03 58.40
Local fine-tuning ✓ 57.62 57.16

w/o TSL ✓ ✓ 60.74 59.99
GOAL ✓ ✓ ✓ 63.27 62.63

ViT-L/14

Global fine-tuning ✓ 65.79 64.97
Local fine-tuning ✓ 62.55 62.87

w/o TSL ✓ ✓ 66.55 66.58
GOAL ✓ ✓ ✓ 69.53 66.34

Table 3. Comparison of different methods using ViT-B/16 and
ViT-L/14 backbones on DOCCI dataset’s global and local joint test
set. Results show mAP@10 scores for both text-to-image (T2I)
and image-to-text (I2T) retrieval tasks. The best and second-best
scores for each method are marked in bold and underlined, respec-
tively.

to-text R@1 with ViT-L/14 backbone. The improvement
is more pronounced in the ViT-B/16 setting, where our
method achieves 64.13% vs 61.33% in text-to-image R@1
and 65.88% vs 60.03% in image-to-text R@1.

In Table 6, our fine-tuning method on DCI demon-
strates strong zero-shot performance compared to Long-
CLIP when tested on the DOCCI dataset. With ViT-L/14,
GOAL notably outperforms Long-CLIP in higher rank met-
rics, achieving 95.78% vs 95.25% in R@5, 99.55% vs

Backbone Method
Loss mAP

Global Local TSL T2I I2T

ViT-B/16

Global fine-tuning ✓ 53.68 54.32
Local fine-tuning ✓ 52.66 53.04

w/o TSL ✓ ✓ 56.68 56.35
GOAL ✓ ✓ ✓ 57.19 57.35

ViT-L/14

Global fine-tuning ✓ 55.36 58.32
Local fine-tuning ✓ 52.69 54.46

w/o TSL ✓ ✓ 58.60 59.85
GOAL ✓ ✓ ✓ 64.77 64.11

Table 4. Comparison of different methods using ViT-B/16 and
ViT-L/14 backbones on DCI dataset’s global and local joint test
set. Results show mAP@10 scores for both text-to-image (T2I)
and image-to-text (I2T) retrieval tasks. The best and second-best
scores for each method are marked in bold and underlined, respec-
tively.

99.19% in R@25 for text-to-image retrieval. The improve-
ment is particularly significant in image-to-text retrieval,
where GOAL substantially surpasses Long-CLIP across all
metrics, achieving 79.16% vs 66.82% in R@1 and 95.96%
vs 91.90% in R@5. These results demonstrate that our
GOAL fine-tuning method exhibits robust generalization
capability and superior performance in zero-shot settings
across different datasets, with particularly strong improve-
ments in image-to-text retrieval.
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Backbone Method
Text to Image (Recall@K) Image to Text (Recall@K)

R@1 R@5 R@25 R@50 R@1 R@5 R@25 R@50

ViT-B/16
Long-CLIP 61.33 80.79 91.65 94.35 60.03 81.44 92.80 95.05

GOAL DOCCI fine-tuning 64.13 82.69 92.95 95.40 65.88 83.44 92.95 95.65

GOAL DCI fine-tuning 72.64 89.89 95.95 97.25 72.84 90.50 96.60 97.90

ViT-L/14
Long-CLIP 67.88 83.29 91.80 94.80 64.08 84.84 93.35 95.75

GOAL DOCCI fine-tuning 68.93 85.74 93.95 96.00 68.43 85.99 93.90 96.25

GOAL DCI fine-tuning 76.89 91.05 96.55 97.75 76.59 91.20 96.55 98.25

Table 5. Comparison of different methods using ViT-B/16 and ViT-L/14 backbones on DCI dataset. Results show Text-to-Image and
Image-to-Text Recall@K scores in zero-shot setting. The best scores for each method are marked in bold.

Backbone Method
Text to Image (Recall@K) Image to Text (Recall@K)

R@1 R@5 R@25 R@50 R@1 R@5 R@25 R@50

ViT-B/16
Long-CLIP 71.63 92.16 98.90 99.73 63.29 88.80 98.39 99.45

GOAL DCI fine-tuning 71.22 92.39 98.90 99.61 72.18 92.88 98.88 99.55

GOAL DOCCI fine-tuning 79.47 96.65 99.69 99.92 79.43 96.14 99.61 99.90

ViT-L/14
Long-CLIP 78.84 95.25 99.19 99.59 66.82 91.90 99.04 99.82

GOAL DCI fine-tuning 79.04 95.78 99.55 99.84 79.16 95.96 99.61 99.90

GOAL DOCCI fine-tuning 84.37 97.55 99.76 99.98 82.57 97.37 99.82 99.98

Table 6. Comparison of different methods using ViT-B/16 and ViT-L/14 backbones on DOCCI dataset. Results show Text-to-Image and
Image-to-Text Recall@K scores in zero-shot setting. The best scores for each method are marked in bold.

Backbone Method
Image to Text (Recall@K)

R@1 R@5 R@25 R@50

ViT-B/16

CLIP 68.90 88.80 97.90 99.50
Long-CLIP 79.20 94.80 99.10 99.70

GOAL DOCCI fine-tuning 81.90 95.80 99.40 99.70
GOAL DCI fine-tuning 82.90 96.80 99.40 99.70

ViT-L/14

CLIP 68.20 88.40 97.00 98.70
Long-CLIP 82.60 96.70 99.60 100.00

GOAL DOCCI fine-tuning 86.30 96.50 99.40 100.00
GOAL DCI fine-tuning 89.80 97.80 99.60 100.00

Table 7. Comparison of different methods using ViT-B/16 and ViT-L/14 backbones on Urban1k dataset. Results show Text-to-Image and
Image-to-Text Recall@K scores in zero-shot setting. The best scores for each method are marked in bold.

Our experiments on the Urban1k dataset Table 7 demon-
strate the effectiveness of our approach across fine-tuning
methods and pre-trained CLIP. The results show that with
the ViT-B/16 backbone, GOAL achieves notable improve-
ments, with GOAL DCI fine-tuning reaching 82.90% in
R@1, surpassing Long-CLIP (79.20%) and baseline CLIP
(68.90%) by significant margin. The performance gains
are even more pronounced with the ViT-L/14 backbone,
where GOAL DCI fine-tuning achieves 89.80% in R@1,
outperforming Long-CLIP (82.60%) and CLIP (68.20%).
Both GOAL variants (DOCCI and DCI fine-tuning) demon-
strate competitive performance compared to other fine-

tuning methods across recall metrics (R@1, R@5, R@25,
R@50), with notable improvements particularly in R@1,
which is a crucial metric for retrieval performance. This
consistent performance enhancement demonstrates the ro-
bustness of our approach in handling image-to-text retrieval
tasks, regardless of the backbone architecture used.

Additionally, in the supplementary material Sec. B and
Sec. C, we provide further analysis of our method’s abil-
ity to preserve global understanding through zero-shot clas-
sification experiments on standard benchmarks. We also
include extended evaluations comparing our method with
BLIP2 [15], and present zero-shot performance results on
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Figure 4. Comparison of attention maps generated by GOAL and w/o TSL methods. For each row pair, we present three components:
(1) original input image (left), (2) attention heatmap visualization (middle), and (3) overlay of attention on the original image (right). The
examples demonstrate how GOAL achieves more focused attention compared to the baseline w/o TSL method. Red circles in the overlay
highlight regions where GOAL shows particularly effective attention localization.

diverse datasets including COCO [16], Flickr30k [34], and
ShareGPT4V [2] to further demonstrate the generalization
capabilities of our approach.

4.4. Qualitative results

We provide qualitative comparisons of attention maps gen-
erated by our GOAL and the w/o TSL approach in Fig. 4.
The visualization [41][23] shows that our GOAL frame-
work captures local details more precisely compared to the
w/o TSL. The attention maps clearly show that GOAL con-
sistently focuses on specific objects within the images with
higher precision. For instance, in the image containing mul-
tiple toy animals, GOAL’s attention map shows clear acti-
vation across each individual animal figure, while the w/o
TSL’s attention is more dispersed and partially activated
on irrelevant background regions. This enhanced attention
behavior demonstrates that GOAL successfully maintains
CLIP’s global understanding, while incorporating local fea-
ture learning through our TSL method. These qualitative re-
sults further support our quantitative findings, showing that
our fine-tuning method effectively preserves global compre-
hension while significantly improving the model’s ability to
attention on local element within the scene.

5. Conclusion

In this paper, we have proposed a novel fine-tuning method
GOAL that improves CLIP’s understanding in image and
lengthy text pair datasets. First, Local Image Sentence
Matching (LISM) has produced pseudo local pairs through
global pairs. Second, Token Similarity based Learning
(TSL) has effectively overcome CLIP’s limitation of fo-
cusing primarily on high-level representations by leverag-
ing attention mechanisms between global and local tokens.
Through this research, we have established a foundation for
various multi-modal models that perform image-text align-
ment to effectively learn from lengthy and detailed textual
descriptions of images.
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