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Abstract

RLHF techniques like DPO can significantly improve the
generation quality of text-to-image diffusion models. How-
ever, these methods optimize for a single reward that aligns
model generation with population-level preferences, ne-
glecting the nuances of individual users’ beliefs or values.
This lack of personalization limits the efficacy of these mod-
els. To bridge this gap, we introduce PPD, a multi-reward
optimization objective that aligns diffusion models with per-
sonalized preferences. With PPD, a diffusion model learns
the individual preferences of a population of users in a few-
shot way, enabling generalization to unseen users. Specifi-
cally, our approach (1) leverages a vision-language model
(VLM) to extract personal preference embeddings from a
small set of pairwise preference examples, and then (2) in-
corporates the embeddings into diffusion models through
cross attention. Conditioning on user embeddings, the text-
to-image models are fine-tuned with the DPO objective, si-
multaneously optimizing for alignment with the preferences
of multiple users. Empirical results demonstrate that our
method effectively optimizes for multiple reward functions
and can interpolate between them during inference. In real-
world user scenarios, with as few as four preference exam-
ples from a new user, our approach achieves an average
win rate of 76% over Stable Cascade, generating images
that more accurately reflect specific user preferences.

1. Introduction

Diffusion models [12, 40, 42, 43] have achieved great suc-
cess in text-to-images generation tasks, as demonstrated by
models such as DALL-E 2 [33], Imagen [35], Stable Dif-
fusion [29, 34], and Stable Cascade [27]. These large-
scale models, often trained through supervised fine-tuning
on text-image datasets containing high-quality aesthetic im-
ages such as LAION-5B [38], demonstrate impressive im-
age quality and a remarkable visual understanding of text
prompts. Recent advances focus on fine-tuning diffusion
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models to better align with human preferences. Methods
such as DDPO [2] and DPOK [9] employ reinforcement
learning from human feedback (RLHF) techniques to op-
timize human-alignment reward functions. Alternatively,
Diffusion-DPO [45] utilize direct preference optimization
(DPO) [32] to directly optimizes for human preferences us-
ing an offline ranking dataset. SD3 [7] shows that fine-
tuning diffusion models with human feedback techniques
can significantly enhance overall image quality.

Despite these promising results, Diffusion-DPO aligns a
model with a single reward that represents population-level
human preferences. These fine-tuning techniques are thus
insufficient for achieving personalized preference align-
ment. As studied in domains such as language [10, 36, 44],
individual users have unique preferences—for instance,
some may favor images with brighter colors, while others
might prefer images with centralized foregrounds. Fine-
tuning a separate model for each person based on their pref-
erence data is impractical and does not scale well, limiting
the feasibility of personalized alignment. Additionally, this
may limit cross-user generalization.

A complementary research direction introduces addi-
tional control mechanisms into diffusion models to enable
customization and personalization. Approaches such as IP-
Adapter [51] and CtrlNet [54] allow for controlled image
generation by using an additional conditioning image that
encodes personalization features. However, these methods
are constrained by their reliance on single-image inputs and
do not directly learn or adapt to human preferences.

To address these limitations, we propose PPD, a gen-
eral framework that incorporates personalization into a dif-
fusion model preference alignment through multi-reward
optimization. Our approach learns a diverse set of hu-
man preferences within a single model and generalizes ef-
fectively to new users. Personalization in our approach
requires minimal additional data, as we label samples in
the preference dataset with a unique identifier for each
user. This annotation is inexpensive to obtain and com-
monly included in datasets such as Pick-a-Pic [16]. We
leverage vision-language models (VLMs) such as LLaVA-
OneVision [20] to extract user preference embeddings from
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few-shot pairwise preference examples for each user. We
show that these few-shot text embeddings from preference
pairs serve as effective features to represent reward func-
tions under the Bradley-Terry model [3] and thus are suit-
able for conditioning the diffusion model. Next, adopting
Stable Cascade [27] as our base model, we condition the dif-
fusion model on these user embeddings through additional
cross-attention layers and fine-tune it with a variant of the
Diffusion-DPO [45] objective for preference alignment.

Our empirical evaluations demonstrate that PPD can ef-
fectively optimize multiple rewards including CLIP [13,
31], Aesthetic [37], and HPS [47], significantly outperform-
ing baselines. It also interpolates smoothly between differ-
ent rewards during inference. Additionally, in real-world
user scenarios, PPD aligns more closely with individual
user preferences on the dataset Pick-a-Pic [16]. Notably,
with only a few-shot ranking examples for a new user, PPD
generate images that align closely with that user’s specific
preference and outperforms prior approaches such as Stable
Cascade, achieving an average win rate of 76%, as evalu-
ated by GPT4o [26].

2. Related Work

Aligning Diffusion Models Aligning text-to-image dif-
fusion models has been extensively studied. Some meth-
ods optimize with online RL using a Bradley Terry reward
function [2, 9, 55]. Others fine-tune diffusion models to
increase the reward of generated images by gradient back-
propagation on the reward function [5, 30, 49]. Recently
proposed approaches [45, 50] leverage the duality of the
reward learning and policy optimization from DPO [32]
to eliminate the need of on-policy samples and only uti-
lize offline human preference data. Alternatively, Diffu-
sionKTO [22] replaces DPO with KTO [8], eliminating the
need for paired data. Additionally, some methods modify
the training data distribution on visually appealing and tex-
tually cohered data [6, 18, 48], while others improve text ac-
curacy by re-captioning pre-collected web images [11, 39].

Controllable Generation for Diffusion Models To ad-
dress the lack of fine-grained control in image synthesis,
various methods add conditional controls to text-to-image
diffusion models. CtrlNet [54] and T2I-Adapter [25] in-
troduce additional UNet modules that encode spatial in-
formation, such as edges and human poses, derived from
conditioning images. IP-Adapter [51] introduces additional
cross-attention layers to incorporate high-level semantic in-
formation from reference images.

LLM Alignment The alignment of large language mod-
els (LLMs) using RLHF objectives has been extensively
explored [1, 32, 56], demonstrating effective instruction-
following and alignment to population values. However,

a key challenge remains in representing the diversity of hu-
man preferences [36], as these models often capture an aver-
aged population preference rather than accounting for indi-
vidual differences, leading to biases and reduced alignment
with underrepresented communities. Pluralistic Alignment
[10, 44] addresses this issue by modeling a distribution of
individuals, each with distinct values and perspectives, with
methods like distributional and overton alignment enhanc-
ing calibration across diverse user groups. Several works
have investigated LLM personalization through the repa-
rameterization of reward models [23, 28, 52], enabling a
more tailored user experience. However, these works lever-
age synthetic users and study a limited number of users,
particularly in text and robotic control domains.

3. Preliminary

We introduce the preliminaries behind diffusion models,
DPO and its adaption to diffusion models.

Diffusion Models Diffusion models are generative mod-
els consisting two processes: a forward (diffusion) process
and a backward (denoising) process [12, 40, 42, 43]. In
the forward process, Gaussian noise ω → N (0, I) is pro-
gressively added to a data distribution Pdata(x0) over T
steps, guided by noise scheduling functions εt and ϑt. At
timestep t ↑ [0, T ], noisy images xt are generated via
xt = εtx0+ϑtω. In the backward process, samples are gen-
erated from Gaussian noise with a learnable model, which
can also be conditioned on additional inputs, such as text in
the case of text-to-image diffusion models. Typically, dif-
fusion models – denoted as ωω – are trained to predict the
Gaussian noise ω from noisy images xt at timestep t with
conditioning c, using a denoising objective:

LDM = Ex0,ε,t

[
ϖ(ϱt)↓ω↔ ωω(xt, c, t)↓22

]
, (1)

where ϱt = log
[
ε2
t /ϑ

2
t

]
is a signal-to-noise ratio, ϖ(ϱt)

is a pre-specified weighting function [14]. Once the model
ωω is trained, images can be generated from random noise
using accelerated sampling methods such as DDIM [41].

Direct Preference Optimization (DPO) DPO [32] is a
fine-tuning paradigm that aligns autoregressive large lan-
guage models (LLMs) with human preferences without
relying on traditional reinforcement learning techniques.
Unlike Reinforcement Learning from Human Feedback
(RLHF), which involves training a reward model and then
fine-tuning the LLM using reinforcement learning, DPO di-
rectly optimizes the model based on human preference data.
Given a dataset containing ranking pairs (c,x+

0 ,x
→
0 ) where

c being the prompt and x+
0 ,x

→
0 being the preferred and dis-

preferred responses labeled by human, the training objec-
tive optimizes a simple loss under which we can obtain an
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Figure 1. The overall architecture of PPD. In Stage 1, user embedding are generated with few-shot preference examples using a VLM.
In Stage 2, we fine-tune diffusion models on the preference datasets with the user embedding as conditioning added to cross-attention.

optimal policy:

LDPO(ς) =↔ Ec,x+
0 ,x→

0
[log ϑ (φ!)] ,where

! =

(
log

pω(x
+
0 |c)

pref(x
+
0 |c)

↔ log
pω(x

→
0 |c)

pref(x
→
0 |c)

)
,

(2)

where ϑ is the sigmoid function and φ is a hyperparameter
determining how much pω(x0|c) may deviate from a refer-
ence distribution pref(x0|c). Intuitively, the objective aims
to increase the likelihoods of preferred responses while de-
creasing that of dispreferred ones.

Diffusion DPO The DPO objective in Eq. (2) requires op-
timization of log-likelihoods log pω(x+

0 |c), which is analyt-
ically intractable for diffusion models. Diffusion-DPO [45]
leverages the fact that the (appropriately weighted) training
objective of diffusion models as in Eq. (1) can be viewed as
the evidence lower bound (ELBO) of their log-likelihoods.
It derives an upper bound to DPO for diffusion models to
align them with human preferences:

LDiff-DPO(ς) = ↔Ec,x+
0 ,x→

0
[log ϑ (↔φTϖ(ϱt)!)] ,where

! = ↓ω+ ↔ ωω(x
+
t , c, t)↓22 ↔ ↓ω+ ↔ ωref(x

+
t , c, t)↓22

↔
(
↓ω→↔ ωω(x

→
t , c, t)↓22 ↔ ↓ω→↔ ωref(x

→
t , c, t)↓22

)
, (3)

where c is the caption; x+
0 and x→

0 are the preferred and dis-
preferred images; x+

t =εtx
+
0 +ϑtω+ and x→

t =εtx
→
0 +ϑtω→

are noisy images obtained from forward process with Gaus-
sian noise ω+ and ω→ at timestep t. This objective computes
4 terms as in Eq. (1): the denoising loss of training and pref-
erence distributions ωω and ωref on preferred and dispreferred

noisy images x+
t and x→

t respectively. Intuitively, it aims to
decrease the loss of preferred images while increasing that
of dispreferred ones.

4. Method

Despite impressive image quality and alignment control
achieved in prior works, a key limitation among works that
use DPO for diffusion models is that it assumes a uniform
preference among all users for generated images. In prac-
tice, this assumption often fails, as individuals may have
diverse preferences related to style, color, lighting, and
other visual attributes. While such preferences can be eas-
ily expressed by human through pairwise comparisons, it is
challenging to summarize them accurately through text or
single-image prompts, due to the inaccuracy of natural lan-
guage and the limitations inherent in single-prompt formats.

Motivated by this problem, we propose PPD, a method
that aligns diffusion models with individual-level human
preferences. We first formulate the problem of personaliza-
tion and define a new DPO variant for this task (Sec. 4.1),
and then show that individual-level preference learning can
be achieved using few-shot comparison examples using a
VLM (Sec. 4.2), finally we introduce a parameterization
of denoiser that can takes advantage of the VLM embed-
dings (Sec. 4.3). The overall architecture is in Fig. 1.

4.1. Problem Setup

We consider a dataset containing (c,x+
0 ,x

→
0 ,u) where c is

the text prompt, x+
0 ,x

→
0 are preferred and dispreferred gen-

erated images and u represents the user labeling the pref-
erence. User features u can be high-dimensional including
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information like age or gender, but often u consists only of
scalar user IDs u = [u]. We define r(c,x0,u) as the re-
ward on image x0 for user u given prompt c. We would
like to fine-tune a text-to-image models pωi(x0|c) for indi-
vidual user ui such that reward is maximized for this user
while keeping close to a reference model pref(x0|c) in terms
of KL-divergence as regularization :

max
pωi

Ec,x0 [r(c,x0,ui)]

↔ φDKL [pωi(x0|c)↓pref(x0|c)] ,
(4)

where φ is a parameter controlling how much pωi(x0|c) de-
viates from pref(x0|c). Following [32], the optimal pωi for
user ui takes the form

pωi(x0|c) ↗ pref(x0|c) exp (r(c,x0,ui)/φ) . (5)

Suppose model pω has sufficient capacity, we can represent
pωi(x0|c) as pω(x0|c,ui), where ui serves as as a condi-
tioning. This allows us to jointly optimize a single model
pω(x0|c,u) for all users. Following [45], we have the fol-
lowing objective to learn a personalized diffusion models:

LPPD(ς) = ↔Ec,x+
0 ,x→

0 ,u [log ϑ (↔φTϖ(ϱt)!)] ,where

! = ↓ω+ ↔ ωω(x
+
t , c,u, t)↓22 ↔ ↓ω+ ↔ ωref(x

+
t , c, t)↓22

↔
(
↓ω→↔ ωω(x

→
t , c,u, t)↓22↔↓ω→↔ ωref(x

→
t , c, t)↓22

)
. (6)

This objective is similar to Eq. (3) but with the addition of
u, representing extra features conditioned on for each user.
But what user features should be conditioned on?

4.2. Generating User Features from a VLM with

In-Context Examples

Discussion on User Features in Preference Datasets

One fundamental challenge in personalized image genera-
tion lies in the effective parameterization of the user rep-
resentation, denoted as u, for each individual. This pa-
rameterization is critical because it directly influences the
model’s capacity to generate outputs tailored to specific user
preferences. Existing image preference datasets, such as
Pick-a-Pic [16], typically lack comprehensive user infor-
mation beyond basic identifiers, often focusing on generic
preference data rather than capturing the nuanced individual
preferences necessary for effective personalization.

Even in preference datasets that include user informa-
tion (e.g PRISM [15]), this information is frequently ob-
tained through self-reported surveys, which can lead to in-
complete or biased user profiles. Discrepancies often arise
between stated preferences and actual behavior; users may
not accurately articulate their likes and dislikes, or they may
respond in a manner that they perceive as socially desirable
rather than truthful. Such inconsistencies present signifi-
cant challenges when attempting to model and predict user
preferences accurately.

Figure 2. Top-K accuracy of the User Classification. We fine-
tune a user-classifier from the frozen embeddings from the VLM
on few-shot preference examples for 300 users. This classifier sig-
nificantly outperforms a random chance baseline.

To address these issues, we adopt a simplified approach
by assuming access solely to a unique user ID for each in-
dividual in the dataset. This user ID serves as a key to dif-
ferentiate users within the labeled preference dataset, rep-
resented as Dpref = {(c,x+

0 ,x
→
0 , s)

(i)}, where s denotes a
unique user identifier.

Conditioning on a Unique User Identifier The primary
challenge, then, is to leverage this user ID i to construct a
meaningful user embedding that can effectively guide the
model’s predictions. A naı̈ve approach might involve rep-
resenting the embedding u using a one-hot encoding of
the user IDs, which can be formally defined by a function
f : S ↘≃ U , establishing a bijective mapping from the set
of user IDs s ↑ {1, 2, . . . , |D|} to the space of one-hot en-
coded vectors ui ↑ {0, 1}|D|, where |D| represents the total
number of unique users in the dataset. While this method
uniquely encodes each user, it suffers from a critical limi-
tation: the inability to generalize to new, unseen users, as
the embedding space is inherently tied to the users present
in the training data.

To enhance generalization and adaptability, we recon-
sider the parameterization of ui in the context of learning
the distribution of reward functions, denoted as r(c,x0,ui).
Here, a more flexible and robust parameterization leverages
few-shot examples that reflect an individual user’s pref-
erences. These examples can be extracted from the of-
fline preference dataset for each user, providing concrete
instances of preferred and dispreferred content. Condition-
ing on these examples allows for a more accurate estimation
of the reward function r(c,x0,ui) for each user.

In this work, we utilize the features of a pre-trained
vision-language Model (VLM), specifically LLaVA-
OneVision [21], an open-source multimodal model with
multi-image processing capabilities. For each user, a set
of N = 4 few-shot examples is selected, comprising a
caption describing the context, a preferred image, and a
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dispreferred image. These examples are processed by the
VLM, from which we extract an intermediate hidden state.

To validate that the user embedding is effective, we con-
dition on the frozen embedding to classify which user pro-
vided the preference annotations. As seen in Figure 2, the
classifier significantly outperforms chance with a top-16 ac-
curacy of 90%, indicating that the embedding can disentan-
gle different users in the preference dataset effectively. By
incorporating this user-specific embedding into the condi-
tioning of a text-to-image diffusion model, we enable user-
aware reward modeling and generation.

4.3. Personalization as Conditioning

In order to add the user embedding as conditioning to the
diffusion model in image generation, we utilize additional
cross-attention layers akin to IP-Adapter [51]. Here we
learn to condition on the user information using the VLM
embeddings and then integrate the image features into pre-
trained UNet by adapted modules with decoupled cross-
attention. There are many other ways to add conditioning
information to diffusion models; we chose this instantiation
due to its training and parameter efficiency.

We utilize Stable Cascade [27] as our base model which
comprises of three stages: Stages A-C. Stage A and B
are image compressors, similar to the VAE in Stable Dif-
fusion [34] but achieve a much higher compression rate;
and Stage C is the generation module conditioned on text.
In Stage C, the text features c from pretrained CLIP text
encoder are plugged into the model by feeding into the
cross-attention layers. Given the query features Z and
text features ct, the output is Z↑ = Attention(Q,K,V) =

Softmax(QKT
↓
d
)V, where Q = ZWq , K = ctWk, V =

ctWv are query, key and values, and Wq,Wk,Wv are
trainable layers.

Following IP-Adapter [51], we utilize a decoupled cross-
attention mechanism to condition on the user embedding.
First, we add a new cross-attention layer to each cross-
attention layer in the Stage C model, using the original
query Q and introducing new keys K↑ and values V↑ for
user features. Then, we simply add the output of user cross-
attention to the output of text cross-attention. Hence the
final formulation of cross-attention is

Z↑ = Softmax(
QKT

⇐
d

)V + Softmax(
Q(K↑)T⇐

d
)V↑, (7)

where Q=ZWq , K=ctWk, V=ctWv , K↑=utW↑
k,

V↑=utW↑
v and W↑

k,W
↑
v are new introduced trainable pa-

rameters for u. During training, we optimize only the added
cross-attention layers while keeping the parameters of pre-
trained diffusion model frozen, using the training objective
as in Eq. (6). We also randomly drop user features (zero out
the user embedding) in the training stage as regularization.

CLIP Aesthetic HPS

Stable Cascade 31.97 5.33 23.87
Diffusion-DPO 32.48 5.46 25.96
SFT 32.26 5.56 25.78
ours 32.66 5.92 27.51

Diffusion-DPO (CLIP) 32.96 - -
Diffusion-DPO (Aesthetic) - 6.42 -
Diffusion-DPO (HPS) - - 28.61

Table 1. Averaged scores on three reward function. We con-
dition on each reward to generate images both in SFT and our
methods. Diffusion-DPO (*) are upper-bounds.

This allows us to also prompt the model unconditionally of
the user, by passing a zero embedding for the user.

5. Experiments

Models and Dataset In this section, we demonstrate the
performance of PPD across a range of experiments designed
to assess its capabilities in personalized preference align-
ment. We use the objective from Eq. (6) to fine-tune the
open-source diffusion model, Stable Cascade [27] – specif-
ically Stage C, which is responsible for text-conditioned
generation. Following Wallace et al. [45], we fine-tune
our model on the Pick-a-Pic v2 dataset [16], a preference
dataset containing 58K text prompts and 0.8M image pairs
labeled by 5K users.

Training Details During training of PPD, we only opti-
mize the added cross-attention layers while keeping the pre-
trained diffusion model fixed, as described in Sec. 4.3. We
use AdamW [24] with an effective batch size of 768 pairs
and a learning rate of 1 ⇒ 10→5 for all experiments, train-
ing for one epoch. We find φ ↑ [0.1, 2] for hyperparameter
tuning. Details are in Appendix B.

User Information Conditioning We begin by demon-
strating the model’s ability to condition on synthetic user
information, optimizing three distinct reward functions, we
further show that generalize by linearly interpolating the
weights of different reward functions (Sec. 5.1). We then
show that the model can also condition on real user pref-
erences, generating personalized images based on few-shot
examples from new users (Sec. 5.2).

5.1. Synthetic User Alignment

Synthetic User We utilize three reward functions, each
representing an aspect of image-to-text generation quality,
to simulate three distinct synthetic users: (i) CLIP (Open-
CLIP ViT-H/14) [13, 31] for prompt image alignment, (ii)
Aesthetic Predictor [37] for image visual appeal, and (iii)
HPSv2 (Human Preference Score v2) [47] for human pref-
erence estimate. We relabel pairs (c,x+

0 ,x
→
0 ,u) based
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Figure 3. Automatic win rate evaluation with reward functions.

We compare against Stable Cascade, Diffusion-DPO, and SFT.

on the above reward functions, where u is a one-hot vec-
tor indicating the reward function, taking one of 3 values:
u ↑ {[1, 0, 0], [0, 1, 0], [0, 0, 1]}.

Baseline We compare our method with: (1) Stable Cas-
cade [27] pretrained model, which is also the reference
model during training; (2) Diffusion-DPO, fine-tuned on
Pick-a-Pic label without user conditioning [45]; (3) SFT,
supervised fine-tuning on relabeled data with user con-
ditioning. We also compare with (4) Diffusion-DPO
(CLIP/Aesthetic/HPS), each annotation indicating a sep-
arately fine-tuned model with corresponding reward, this
serves as the upper-bound of our method. For a fair com-
parison, all baselines are fine-tuned using Stable Cascade
with the same architecture as our model, optimizing only
the added cross-attention layers.

Text-to-Image Generation For each method, we gener-
ate images with 30 inference steps using captions from
PartiPrompts [53], a benchmark containing 1.6K examples
across various categories and challenge aspects. For SFT
and our method, we generate three images per prompt, each
conditioned on one reward function. For Diffusion-DPO
(CLIP/Aesthetic/HPS), images for each annotation are gen-
erated from its corresponding model. We report averaged
reward scores in Tab. 1 and win rate comparisons in Fig. 3,
we can see that our method significantly outperforms Stable
Cascade in different reward functions, achieving win rates
of 60%, 90%, and 93% in terms of CLIP, Aesthetic, and
HPS respectively. Our method effectively optimizes each

reward by conditioning on individual preference, outper-
forming supervised fine-tuning by a large margin. Unlike
Diffusion-DPO, our method can jointly optimize multiple
user rewards, achieving win rates comparable to Diffusion-
DPO models fine-tuned separately on each user’s data.

Generalization via Interpolation During training we
fine-tune the model using one-hot encoding of each ob-
jective. Specifically, the user embedding vector u being
[1, 0, 0], [0, 1, 0], [0, 0, 1] corresponding to optimization for
CLIP, Aesthetic, and HPS. The user embedding can also be
seen as weighting mechanism for each objective. However,
during inference, we are also interested in whether we can
trade-off among different objectives by interpolating their
respective weights. In Fig. 4, we generate images condi-
tioned on various objective weightings, namely interpolat-
ing the given user embedding, we can see that as the weight
of an objective increases, the corresponding score also rises,
and vice versa. Therefore, our method can generalize to
different reward combinations, even only trained on single
objective data. This can not be achieved by optimizing sep-
arate models and each with an objective.

This shows that by linearly interpolating the user em-
bedding, we can adjust the rewards of the generated images
accordingly. This finding aligns with the real user exper-
iments presented next, as real user embeddings exhibit a
linear correlation in embedding space.

5.2. Personalized Real User Alignment

We now consider a realistic setting with preferences from
the Pick-a-Pic dataset for each user. In this setting, we uti-
lize the user features which are generated from a VLM on
in-context preference examples as outlined in Section 4.2.
We scale from the 3 synthetic ”users” in Section 5.1 to a
filtered subset of the 4800 unique users in Pick-a-Pic.

Experiment setting We repartition the Pick-a-Pic dataset
into a set of 4 splits: (1) Train, (2) Validation, (3) Test with
Seen Users + Held-out Captions and (4) Test with Unseen
Users + Held-out Captions. This decomposition allows us
to study independently the generalization of our methods
to new prompts and unseen users. Additionally, for each
user, we take sets of N = 4 few-shot preference examples
for each user and use these groupings for the conditioning
of the VLM on few-shot preference pairs. We thus have
to filter out 824 users in Pick-a-Pic which have less than 4
examples per user, as no user embedding for this user can
be formed. We generate the user embedding through the
procedure outlined in Sec. 4.2.

Generation Results We perform qualitative analysis on
the set of images generated for each user. We perform this
evaluation by generating a user profile per user. We use a set
of few-shot preference pairs per user which we condition a
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Figure 4. PPD is able to interpolate among three distinct objectives during inference. (a) generated images conditioned on (b) various
weights, with three axes representing CLIP, Aesthetic, and HPS; (c) reward scores for each image. The score for each objective increases
as its respective weight increases, and decreasing otherwise. For each row from left to right, the CLIP score increases alongside its weight,
leading to a decrease in the Aesthetic score as its weight decreases. From bottom to top, the HPS score increases with its weight.

Figure 5. Automatic Win Rate Evaluation with GPT-4o We
evaluate on seen users, held out users, and aggregate to see win-
rates for generic users, comparing Stable Cascade and PPD.

VLM on along with Chain-of-Thought prompting (COT) to
construct a user-profile consistent with the preference pairs.
The COT prompt asks the model to summarize each image
in the preference pair and describe the differences between
them, which is then aggregated to form a user profile. Sam-
ple user profiles and the full Chain-of-Thought prompt is
found in Appendix B. As seen in Fig. 6, our method has
closer alignment to the user profile with respect to Stable
Cascade and Diffusion-DPO, being able to pick up details
about the user such as the highlighted part. While Stable
Cascade and Diffusion-DPO with augmented captions can
capture certain aspects of the user description, they often
overfit to the user profile, resulting in generated images that
overlook the intended image caption.

Personalized Preference Alignment Evaluation We
evaluate whether the generated model aligns with specific
user preference using a VLM as a judge, leveraging strong

VLMs such as GPT4o-vision [26], similar to recipes in prior
work [4, 19]. In particular, we condition the VLM on few-
shot examples from the user as well as a pair of images for
a given test time caption and ask the model to judge which
of the two images would be preferred by the user. To en-
sure consistency of the response the model selects, we judge
each pair of images twice using the VLM, flipping the or-
dering of the images, filtering out pairs where the VLM is
inconsistent. With this paradigm and 4 shots per user, we
find that the VLM is able to match the ground truth person-
alized human preference with 83% accuracy.

We decompose our evaluation into two settings: (1) eval-
uating users that were seen during training but on captions
that were held out and (2) evaluating held-out users and cap-
tions. We aggregate over these settings to also compute met-
rics for the general user in the dataset. For the 4341 users
in Pick-a-Pic we select 192 held out and 277 in-distribution
users. For each of these users, we choose 4 + 1 examples,
where 4 examples are used for the in-context conditioning
for the user and 1 example is used as the caption for eval-
uation. We compute an automatic win-rate using pairs of
models, generating one image for each caption and evaluat-
ing with the VLM-as-Judge pipeline outlined above.

We report win rate comparisons in Fig. 5. Here, PPD
significantly outperforms Stable Cascade in all three eval-
uation settings, achieving a win rate of 83% on seen users,
and 78% on unseen users, aggregated to 81% on all users.
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Stable Cascade Diffusion-DPO
User Profile Append user profile to caption as augmentation Diffusion-DPO Ours

The preferred images share
common themes of wood
grain, classic or futuristic
design elements, and a focus
on aesthetics. They often
feature unique front grille
patterns, large windows, and a
mix of traditional and modern
design features. ...

A needle-felted palm tree
This user prefers images that
have a personal and intimate
feel with a focus on the sub-
ject’s appearance and expres-
sion. They also appreciate
images with soft focus back-
grounds and warm lighting that
highlight texture and detail. ...

An anime girl, masterpiece, good line art, trending in pixiv
The preferred images ... such
as a softer color palette, more
dynamic lighting, and a bal-
anced composition that en-
hances the visual appeal of
the scene. The characters
are often positioned off-center,
which adds to the dynamism
of the composition. The back-
grounds are rich in detail. ...

Aelita from Code Lyoko in the forest, gathering flowers
The user is drawn to images
that blend elements of reality
with fantastical elements, cre-
ating a sense of wonder and cu-
riosity. ... The user may be in-
terested in fantasy art, anima-
tion, and storytelling through
visual media.

A cat on a propaganda poster

Figure 6. Qualitative Analysis of Images Generated by PPD and Baselines. Compared to Diffusion-DPO, PPD achieves closer align-
ment with the generated user profile, highlighted in green. The caption-augmented method captures user profile details; however, it often
leads to unintended image alterations, causing the image to disregard the caption itself, as indicated in red.

6. Discussion, Conclusion, and Limitations

We propose a framework for personalizing text-to-image
diffusion models using user feature embeddings from a
VLM. By conditioning on these embeddings via decoupled
cross-attention and fine-tuning with a DPO objective, our
method enables accurate reward modeling and high-quality
personalized image generation. It generalizes to unseen
users with only a few preference examples at test time.

Several open questions and limitations remain. Our cur-
rent approach that conditioning on few-shot examples is
caption-agnostic, selecting random user preferences; future
work could explore active preference selection to improve
personalization. Extending this method to video generation
and studying the trade-off between implicit vs. stated pref-
erences are also promising directions.
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