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Abstract

Synthesizing a novel view from a single input image is a
challenging task. Traditionally, this task was approached
by estimating scene depth, warping, and inpainting, with
machine learning models enabling parts of the pipeline.
More recently, generative models are being increasingly
employed in novel view synthesis (NVS), often encompass-
ing the entire end-to-end system. In this work, we adapt a
modern diffusion model architecture for end-to-end NVS in
the pixel space, substantially outperforming previous state-
of-the-art (SOTA) techniques. We explore different ways to
encode geometric information into the network. Our ex-
periments show that while these methods may enhance per-
formance, their impact is minor compared to utilizing im-
proved generative models. Moreover, we introduce a novel
NVS training scheme that utilizes single-view datasets, cap-
italizing on their relative abundance compared to their
multi-view counterparts. This leads to improved general-
ization capabilities to scenes with out-of-domain content.1

1. Introduction
In novel view synthesis (NVS), we aim to recreate a snap-
shot of a given scene from an unseen perspective. A suc-
cessful algorithm must consider both the 3D geometry of
the given scene and the underlying distribution of real-
world images. NVS algorithms have been researched for
many years, covering several tasks which differ in the ex-
pected number of input and output views and the relative
distance between inputs and outputs, among other things.
In this work, we focus on the simplest form of NVS: single-
image to single-image, hoping that it will serve as a founda-

∗Work done as part of an internship at Apple.
1Code available at https://github.com/apple/ml-vivid.

tion for more general NVS settings. In previous works, this
task has been decomposed into a pipeline of several com-
puter vision components, namely depth estimation, warp-
ing, and inpainting [3, 21, 38, 50]. However, modern ad-
vances in generative modeling offer a simpler and more ro-
bust end-to-end approach [29, 37, 44, 54].

Generative diffusion models [12, 39, 40] have emerged
as a top class of image generators, excelling at many condi-
tional generation tasks [18, 32], including NVS [37, 44, 54].
In diffusion modeling, we train a neural network for re-
moving Gaussian noise, and iteratively apply it in several
steps to generate an image. These models are relatively sim-
ple to train, owing their stability to a simple denoising re-
gression loss. Modern diffusion architectures notably rely
on transformer layers [46] with self- and cross- attention
blocks. These attention mechanisms are highly effective for
the conditional generation task. For instance, in the widely
used text-to-image generators [30, 32], cross-attention is
used to condition the denoising network’s features on the
textual tokens. In our work, we effectively harness cross-
attention in diffusion models for the NVS task.

Some existing diffusion-based NVS works [7, 37] oper-
ate in the latent space of an auto-encoder, following [30].
This can result in an unnecessary loss of high-frequency
details due to the auto-encoder’s reconstruction error, lead-
ing to texture mismatches between source and target views.
Therefore, we opt to apply our method directly in the pixel
space using a cascaded diffusion model design [13], avoid-
ing this issue altogether. We demonstrate the improved tex-
ture transfer capabilities of our model compared to latent
space NVS models.

Furthermore, many recent generative model-based NVS
works involve conditional diffusion training with some
form of intricate 3D geometry encoding [37, 44, 54]. How-
ever, in many cases, the benefit of such complex encoding
methods is unclear, with some researchers claiming they
may not be needed at all [29]. Inspired by previous work,
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Figure 1. Novel view synthesis results from our diffusion model. Source views are taken from RealEstate10K [59], and fed into our base
and SR models to produce a 256 × 256-pixel prediction. Our end-to-end system implicitly learns to preserve the features in the source
view, transform their position along with the camera movement, and generate realistic details in unseen areas.

we explore geometry encoding methods and perform an ab-
lation study. In our experiments, we show that that the im-
pact of these methods is minimal, especially when harness-
ing a powerful diffusion model architecture. Building on
our conclusions, we train an NVS diffusion model, reaching
state-of-the-art (SOTA) NVS capabilities for the commonly
accepted RealEstate10K dataset [59]. Our model, which we
call VIVID (View Inference Via Image Diffusion), excels
in both image quality and fidelity to the ground-truth novel
view, measured by FID [10] and PSNR, respectively.

Finally, we experiment with the generalization capabil-
ities of our method, and attempt to overcome the limited
availability of multi-view data. Using the insight that cam-
era rotations can be accurately simulated with a simple 2D
homography transform, we propose a novel data augmenta-
tion scheme that enables the use of single-view datasets in
NVS training. Our proposed scheme unlocks the possibility
of training NVS models on far richer image content dis-
tributions, without introducing data scale mismatches that
commonly occur in multi-dataset NVS training [33]. We
show the effectiveness of this scheme in generalizing to un-
seen scenes with out-of-distribution content relative to the
multi-view training dataset.

To summarize, we consider the task of novel view syn-
thesis (NVS), characterize its different flavors, and focus
on single-image to single-image NVS. We make use of a
powerful diffusion model backbone [17], adapt it for NVS
using the cross-attention layers, and apply it in the pixel
space rather than a latent one. We ablate on different geom-
etry encoding methods, and conclude that they offer min-
imal improvement over a simple scalar embedding of the
camera poses. Our resulting model, called VIVID, achieves
state-of-the-art NVS performance on the widely accepted
RealEstate10K [59] benchmark. However, our method has

some limitations that we discuss in section 5, which we
hope to address in future work.

2. Related Work

While a wide variety of works are labeled “novel view syn-
thesis”, the exact tasks they are designed to solve can have
subtle but important differences. We consider object-centric
NVS techniques [2, 7, 8, 26, 53] to be a separate task, and
instead focus on scene-level NVS, which poses different
challenges such as more complex real-world scenes, mul-
tiple objects occlusions, and a high dynamic range of scene
geometry. We categorize the different NVS tasks by the fol-
lowing 4 axes: (i) operating on static scenes [1, 29] vs. dy-
namic videos [6, 58]; (ii) having a single input view [9, 45]
or multiple views [4, 51]; (iii) outputting a single novel
view [37, 54] or multiple consistent views [24, 55]; (iv)
the viewpoint difference between inputs and outputs can
be short (most of the image content is shared) [1, 42, 50],
medium (some of the image content is shared) [29, 37], or
long (novel view contents are mostly unseen) [44, 54].

The distinction among these tasks is crucial for deter-
mining the choice of training data, scene representation,
and model architecture. In this work, we focus on static
scenes with a single input view and a single novel view in
the mid- or long- range. Under this setting, NeRFs [23]
and 3DGS [19] become less common as they struggle to
extrapolate from a single viewpoint, even when combined
with generative models [14, 15, 42, 43]. Instead, sev-
eral works [3, 21, 38, 50] use monocular depth estimation
(MDE), warp the pixels into the target view, and use an in-
painting model to fill in missing details. This approach has
several drawbacks [37], such as high sensitivity to depth
estimation errors and loss of semantic image details. Gen-
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Figure 2. Overview of our model. The decoder (purple) learns
to denoise the target view, using information from the source view
provided by the encoder (blue) through cross-attention. Both mod-
els are aware of the diffusion timestep and scene geometry (green).

erative models circumvent these issues by implicitly mod-
eling the correlations among viewpoints. Thus, they are in-
creasingly becoming a vital element of state-of-the-art ap-
proaches. GeoGPT [29] was among the first NVS methods
to use generative modeling: they apply an autoregressive
transformer to sample novel views conditioned on a single
input view.

More recently, with the advent of powerful diffusion
models [12, 17, 30], many techniques have incorporated
them into NVS pipelines. In Pose-Guided Diffusion Mod-
els [44], the authors utilize a pre-trained MDE [28] to
extract features from the input source view, which are
then fed via cross-attention layers into a diffusion model
that generates the target view. The cross-attention layers
are constrained to pass information only along the epipo-
lar lines, defined by the requested target viewpoint pose.
Photometric-NVS [54] proposes a latent diffusion model
with a two-stream architecture: two identical networks with
shared weights process the source view and the noisy tar-
get views, exchanging information through cross-attention
layers with pose information acting as query tokens. Gen-
Warp [37] fine-tunes two copies of a pre-trained latent text-
to-image diffusion model [30]: one for encoding the source
view, and another for generating the target. They use a
CLIP [27] image embedding of the source view instead of
the text embedding, and further augment the network in-
puts with 2D coordinate embeddings, warped using MDE
to match the source view coordinates.

Original Encoded & Decoded

Figure 3. 256 × 256-pixel images from RealEstate10K [59], en-
coded and decoded using the autoencoder from Stable Diffusion
v1.4 [30]. Some areas with severe loss of detail are highlighted.

3. NVS Diffusion Model
We formalize the NVS task as follows: for a given source
image xsrc ∈ RC×H×W , a camera transformation (extrin-
sics matrix) Ts→t ∈ R3×4, and camera intrinsic matrices
Ksrc,Ktgt ∈ R3×3, our algorithm should generate novel
view samples xtgt ∼ p (xtgt | xsrc,Ts→t,Ksrc,Ktgt).
Most multi-view datasets contain extrinsics matrices
Tsrc,Ttgt for each view. These matrices transform global
coordinates to the view-specific camera coordinates. The
transformation matrix between them can be obtained by
Ts→t = TtgtT

−1
src .2

3.1. Base Architecture
Diffusion models [12, 40] have emerged as a powerful
tool to sample images from intricate conditional distribu-
tions such as text-to-image generation [30, 32] and image
restoration [18, 60]. This makes them an ideal candidate
for NVS, because they enable powerful sampling with a
relatively simple training objective [12, 39, 48]. Diffu-
sion model training requires a paired dataset of conditions
(xsrc,Ts→t,Ksrc,Ktgt) and samples (xtgt), adding Gaus-
sian noise to the samples, and training a network to remove
the noise given the conditioning signals.

We propose using two parallel U-Net [31] architectures
with attention layers [46]: an encoder to process xsrc, and a
decoder to generate xtgt. The encoder acts as a feature ex-
tractor, while the decoder denoises the target image xtgt as
in common diffusion pipelines. To condition the denoising

2The inversion is done for a canonical 4× 4 matrix representation.
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Geometry Encoding FID (↓) PSNR (↑)

None 5.75± 0.04 13.39± 0.02
Epipolar 4.14± 0.06 17.43± 0.03
Pose 3.00± 0.02 21.11± 0.04
Pose + Epipolar 2.87± 0.04 21.15± 0.04
Pose + Depth 2.99± 0.01 21.29± 0.04
Pose + Coordinate 3.08± 0.04 21.06± 0.04

Table 1. Geometry encoding ablation. Metrics were computed 5
times for randomly sampled 10K source-target pairs.

process on the source image, we expand the self attention
layers in the decoder to perform joint self and cross-view
attention: query tokens from xtgt attend to key and value to-
kens from both xtgt itself and from xsrc as extracted by the
encoder. We train both U-Nets jointly, leading the encoder
to best provide features for NVS in an end-to-end manner.
Features are taken from the encoder at multiple layers and
resolutions, enabling the transfer of global semantic infor-
mation, as well as high resolution details. We choose not to
share weights between the two U-Nets [54], nor build upon
pre-trained models [37, 44] (e.g., text-to-image models or
depth estimators). This allows us to focus on end-to-end
NVS without retaining artifacts from different objectives
which may hinder NVS performance.

Additionally, we opt to perform the NVS diffusion pro-
cess in the pixel space, and not in a latent space [37] of
a pre-trained autoencoder model [30]. We believe this to
be an essential prerequisite for accurate correspondence to
source image details, since simply encoding an image and
then decoding it leads to a significant loss of detail. We
show an example of this in Figure 3. Similar observations
about autoencoder latent spaces were also made in differ-
ent contexts [49]. As an alternative to the speedup that la-
tent space compression provides, we use a cascaded diffu-
sion design [13]: we train a base model that receives xLR

src

at a low resolution and generates a novel view xLR
tgt , and a

super-resolution (SR) model that receives xLR
tgt (with noise

conditioning augmentation [13]), and generates a higher-
resolution version of it xHR

tgt . The SR model has the same
architecture as the base model, differing only by having
a smaller number of channels, and receiving the higher-
resolution source xHR

src as an additional input, allowing it to
retain high-frequency details from the source view. We pro-
vide a depiction of our base model architecture in Figure 2,
and of our SR model and end-to-end system in Appendix A.
While cascaded diffusion can theoretically operate with a
latent diffusion base model, we only use pixel-space diffu-
sion and defer more complex options to future work.

We use the UNet architecture proposed in EDM2 [17],
due to its impressive performance and training stability. In
addition to the attention expansion and some hyperparame-

Source Target

Figure 4. We select 3 random points in the target view, and show
their epipolar lines in the source view in the corresponding color.
In epipolar attention, we add a cross-attention bias relative to the
proximity of the source view token to the target epipolar line.

ter choices (detailed in Appendix A), we perform two ad-
ditional changes to the architecture: (i) we add a single
attention layer at the second-highest resolution to enhance
fine detail fidelity; and (ii) we encode the geometric condi-
tioning information (Ts→t,Ksrc,Ktgt) into the network in
several ways, as described in the next section.

3.2. Geometry Encoding Ablation
GeoGPT [29] demonstrated a reasonably good end-to-end
generative NVS autoregressive model, using a simple en-
coding of the camera pose as model input. The authors
make the claim that there is no need for further geometry-
specific modules such as depth estimation or geometry-
aware feature-matching layers. Despite these findings,
many recent diffusion-based NVS methods [37, 44, 54]
reach superior results by incorporating advanced forms of
geometric bias, questioning whether this claim still holds.
Here, we conduct thorough ablations on four types of 3D
geometry encoding methods, and assess their impact. We
train all model variants on RealEstate10K [59], and provide
more details in Appendix B.

Pose Embedding. This is the simplest form of geome-
try encoding, often used in conjunction with other meth-
ods [29, 54]. We simply take the scalars of the camera pose
matrices Ts→t,Ksrc,Ktgt, and encode them into a shallow
perceptron that shifts the model’s activations, similar to dif-
fusion timestep embedding [12, 16, 17]. In our work, we
also normalize these scalars by their dataset-wide mean and
standard deviation before embedding them.

Epipolar Attention. In the cross-attention layers, target
view tokens attend to their source view counterparts based
on their visual features. With epipolar attention, we attempt
to enrich the source-target correlation with camera pose in-
formation by modifying the cross-attention maps. For each
position in the target view, we can use the camera pose in-
formation to find the relevant source view positions along its
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Figure 5. Different NVS results for the same input sampled from
our model. Details from the source view are kept in all samples,
and diverse realistic options are generated in newly visible areas.

epipolar line, guiding the model towards features that con-
stitute geometrically correct information. However, these
correlations may amplify irrelevant information, as only a
handful of points on the epipolar line will correspond to the
query’s target view position. Thus, we prefer the epiopo-
lar correlations to act as a learnable bias for the attention
matrix, enabling the model to select where the epipolar in-
formation is useful during training. Specifically, we use an
implementation similar to [44], with two small but critical
modifications: First, our epipolar correlations act as an ad-
ditive bias to the attention matrix, instead of a multiplicative
transformation. This does not zero out correlations outside
the epipolar line, which may have critical semantic signif-
icance. Second, each attention head has its own indepen-
dently learned mixing parameters. This enables the model
to produce both geometrically dependent features, and se-
mantically significant features, based on the parameters of
each attention head. We illustrate this method in Figure 4.

Monocular Depth Estimation. MDE is used in many
key NVS works [29, 37], either as an additional input, or
for warping intermediate predictions and network features.
However, we believe the information contained in a monoc-
ular depth prediction can be learned internally within the

Mid-range Long-range
Method FID ↓ PSNR ↑ FID ↓ PSNR ↑
GeoGPT [29] 6.43 14.06 7.22 13.13
PhotoNVS [54] 7.12 13.32 9.22 12.05
GenWarp [37] 5.91 13.43 7.38 12.10
VIVID (Ours) 2.89 17.36 3.89 15.21

Source View 2.58 13.12 3.00 11.91

Table 2. Comparison to previous methods. Evaluation is done on
10K source-target pairs from RealEstate10K [59].

NVS model, given enough model capacity, training data,
and iterations. We conduct experiments using a DepthAny-
thingV2 [52], a recent state-of-the-art MDE model, attach-
ing its prediction on the source view as an additional input
to our encoder.

Coordinate Warping. MDE can also be used to warp co-
ordinate embeddings, creating additional inputs for both the
encoder and decoder, which can assist in feature-matching.
This technique was proposed in [37], and we test it using
the DepthAnythingV2 depth prediction [52].

Results. In Table 1, we compare the various geome-
try encoding methods on our base diffusion model, han-
dling 64 × 64-pixel images, uniformly sampled from the
RealEstate10K [59] test set. We start with a geometrically-
uninformed baseline (no use of Ts→t,Ksrc,Ktgt), and
then add pose embedding and epipolar attention to it. While
both methods help, pose embedding produces far better re-
sults. Thus, we utilize pose embedding in conjunction with
each of the other methods. While they mostly improve
FID [10] and PSNR, the improvement is often small and
not noticeable in qualitative evaluations. As a result, we
prefer the pose embedding technique for its simplicity and
effectiveness, and use this variant in the following sections.

3.3. Comparison to Previous Methods
In our ablations, we train the EDM2 [17] architecture with a
limited batch size and number of iterations, and without us-
ing exponential moving average (EMA). In this section, we
scale up our model (with the pose embedding technique):
we double the batch size and quadruple the number of
training iterations, use EDM2’s Power function EMA [17],
and apply classifier-free guidance (CFG) [11] for the base
model using a separate unconditional denoiser. We provide
more comprehensive details in Appendix A.

We compare our results in terms of image quality us-
ing FID [10] and distortion from the ground truth using
PSNR. For a thorough evaluation, we generate 10K novel
views from each tested method based on randomly sam-
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Figure 6. Comparison between our method and previous state-of-the-art approaches in NVS on RealEstate10K [59].

pled source images from the RealEstate10K [59] test set.
To sample a ground-truth novel view and its corresponding
camera transformation, two distinct ranges are identified,
following GenWarp [37]: mid-range and long-range, corre-
sponding to target views that are 30-60 and 60-120 frames
away from the source, respectively. We use our base and SR
models to generate 256×256 images. We compare FID and
PSNR of images generated from our model with the results
of state-of-the-art generative NVS methods: GenWarp [37],
Photometric-NVS [54], and GeoGPT [29]. We additionally
report the FID and PSNR of simply outputting the source
view for any requested transformation as a naı̈ve frame of
reference. We expect the source view to achieve high per-
ceptual quality, as the source and target images are sampled
from the same distribution, yet have low PSNR. We present
the results in Table 2, showing a substantial improvement
of our method (more than 24%) over the previous state-of-
the-art across all ranges and metrics. We show qualitative
results in Figure 1 and Figure 6, and provide additional met-
rics (e.g., joint FID [5]) and discussion in Appendix D.

Furthermore, since our approach uses a probabilistic dif-
fusion model, it can sample from the distribution of novel
views given a source view and a camera transformation.

This distribution can have significant variance in its results,
especially for large camera transformations. In Figure 5, we
demonstrate our model’s ability to estimate this distribution
by drawing multiple samples for the same input. The wide
variety of plausible completions may occasionally generate
unrealistic features, as exhibited in general diffusion.

Our findings demonstrate that applying the diffusion pro-
cess in the pixel space (rather than a latent space) is crucial
for NVS. Using latent diffusion causes a loss of fine de-
tails in the source image that is not recoverable, as demon-
strated in Figure 3, and validated in previous methods’ re-
sults in Appendix D (as they use latent diffusion). Addi-
tionally, we hypothesize that the use of a dedicated encoder,
implicitly trained to encode relevant NVS information, is
a major advantage of our method over alternatives such as
Photometric-NVS [54].

4. NVS Training on Single-View Data

We have shown impressive NVS results for a model trained
on the RealEstate10K [59] training set, and tested on its
corresponding test set, following the standards set in pre-
vious literature. However, towards the goal of achieving a
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Original Image

Warped Source View

Warped Target View

Cropped Source View

Cropped Target View

Figure 7. Example of our proposed homography augmentation.
We randomly sample two camera rotation matrices, apply the
transforms, and then perform the same crop to both views. In this
example, the camera rotates to the right and slightly up from the
source to the target view.

general-purpose NVS model, these training and evaluation
strategies suffer from a few key shortcomings.

First, both training and evaluation data consist almost
entirely of scenes inside houses. This is a biased and
limited class of scenes, and does not cover the general
real-world image distribution. Other large-scale multi-view
datasets [21, 56] similarly suffer from limited diversity of
both semantic contents and camera trajectories. This is un-
derstandable, since capturing multiple views of static scenes
at a large scale is challenging, especially compared to the
quantities achieved in single-view image datasets [20, 36].

Second, the multiple views in a given scene originate
from frames inside a 640× 360-pixel video touring a house.
The tour videos predominantly capture empty houses with
no movement, which is a good feature as different frames in
the video can simulate multiple cameras capturing the same
static scene. However, the data is low in resolution, and
it also undergoes significant video compression that further
degrades the quality of the model input and supervision.

Third, the camera positions in the different frames are
not measured during video capture. Existing multi-view
datasets offer camera extrinsics matrices which are syntheti-
cally generated through Structure-from-Motion (SfM) algo-
rithms. While SfM algorithms often produce impressive re-
sults, they have their own margin of error and failure cases.

Lastly, even if we ignore their inaccuracies, SfM algo-
rithms have another fundamental limitation: scale ambigu-
ity – they cannot accurately recover the metric scale of the
entire scene. Furthermore, because we focus on NVS with
a single image input, the NVS model will also be limited,
as it cannot accurately infer the scale of its input view in
relation to the scale of the camera transformation matrix.
RealEstate10K [59] and others [33, 37] have addressed this

Percentage FID (↓) PSNR (↑)

0% 36.14 14.38
10% 31.98 14.52
25% 35.27 14.45

Table 3. NVS performance on 20 out-of-domain scenes, with
varying percentages of training data stemming from single-view
images with our proposed augmentation.

problem by normalizing the scales of the translation vec-
tors inside the camera matrices, either at the scene level or
at the single image level. These methods stabilize the NVS
model behavior and measurably improve its results, but they
are still based on heuristic techniques and are prone to er-
ror, resulting in mismatches between the camera transfor-
mation Ts→t and the ground-truth target view we compare
against. These errors and mismatches have an increasing ef-
fect when considering data from multiple sources, cameras,
dynamic ranges, lighting conditions, and SfM algorithms.

To mitigate some of these issues, we propose a novel
NVS training scheme that makes use of both multi-view and
single-view data. We apply it to our model, and demonstrate
its benefits on out-of-domain test data.

4.1. Single-View Augmentation
Compared to multi-view data, high-resolution single-view
images are abundantly available. Given a single image, we
would like to simulate multiple views of a scene, beyond
the trivial identity transform. To do so, one might consider
taking smaller crops of high-resolution images. However,
note that different overlapping crops do not represent any
geometrically grounded camera transform. Camera trans-
lations can result in dis-occluded areas depending on the
depth difference of different objects in the scene, with con-
tents that are unseen in the original image. Therefore, we
focus on simulating camera rotations.

To that end, we apply a homography transform on a high-
resolution image, which warps the image’s contents accord-
ing to a randomly sampled camera rotation matrix. We
apply the transform twice, for two randomly chosen rota-
tion matrices, generating a source view and a target view.
This produces warped images with undefined areas near the
edges, as they should contain contents that were not visible
in the original view. However, for a crop far enough from
image boundaries, and small enough camera rotations, the
resulting view is contained entirely in the original image.
We then compare this to the corresponding crop in the tar-
get image, successfully simulating a camera rotation. We
provide an illustrative example of this homography trans-
form in Figure 7.

With this data augmentation strategy and a single-view
image dataset, we produce a large amount of source-target
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Input ViewNovel View Novel View

Figure 8. Our NVS model performs camera rotation (top) and
translation (bottom) on OpenImages, a single-view dataset.

view pairs with diverse and accurately-labeled camera ro-
tations. We then train our NVS model on a mixture of
multi-view and single-view datasets, attempting to capture
the benefits of both: real-world camera movement with
ground-truth views from multi-view datasets, and rich di-
verse image contents with non-trivial camera transforms
from single-view datasets. While the fact that homogra-
phy transforms can simulate camera rotations has long been
known, to the best of our knowledge, this is the first work
to utilize it as part of a NVS model training scheme.

4.2. Experimental Results
We enrich our original model training scheme presented in
section 3 with the use of single-view data with our proposed
augmentation. We choose the OpenImages v5 dataset [20]
as our source of single-view images, owing to its diversity
and large size (more than 9 million images), and continue
with RealEstate10K [59] as the source of multi-view im-
ages. To avoid our model collapsing to only learning rota-
tions, we need to strike a balance between the two datasets.
To that end, we retrain our base model with a percentage
of the training data coming from single-view OpenImages
scenes: 0% (original, RealEstate10K only), 10%, and 25%.
We provide more training details in Appendix A.

Then, to evaluate the generalization capabilities of our
NVS model, we test it with input images and camera
transformations that are out-of-domain with respect to
RealEstate10K. We perform qualitative evaluation with in-
put source views from the OpenImages test set and camera
transformations that include both rotation and translation,
and show results in Figure 8 (using the 10% model).

Moreover, to obtain quantitative NVS performance met-
rics on out-of-domain data, we draw source-target view

pairs from 20 scenes coming from 3 multi-view datasets
(LLFF [22], MipNeRF-360 [1], and Ref-NeRF [47]), and
evaluate FID and PSNR for each of our models. As evident
Table 3, the 10% model exhibits a significant improvement
over the 0% one in both FID and PSNR. This improvement
shows that the model manages to benefit from the diverse
single-view training data, while remaining true to the NVS
framework due to our proposed augmentation. However,
increasing the percentage to 25% leads to degraded perfor-
mance, possibly due to an over-representation of rotation
transforms in the data.

5. Conclusion
In this work, we explored and analyzed the many options
proposed in the literature for designing an end-to-end novel
view synthesis approach based on a generative model. We
utilized a leading diffusion model architecture [17] as our
backbone network, adapted it for the NVS task, and ablated
on options for encoding the geometric information input.
Our experiments show that while some sophisticated op-
tions can slightly enhance performance, the simple scalar
embedding option works very well and the differences are
mostly negligible. In fact, we show that our generative mod-
eling choices such as utilizing a powerful architecture, pass-
ing information across views through attention, and operat-
ing in the pixel space, substantially upgrade the quality of
NVS results compared to previous state-of-the-art methods.

Our approach achieves SOTA results in the widely ac-
cepted RealEstate10K [59] benchmark. Nevertheless, we
highlight the shortcomings and potential pitfalls of this
benchmark towards a comprehensive general-content NVS
approach. We address some of these shortcomings with a
novel training scheme enabling NVS model training on the
abundantly available single-view image datasets, benefiting
from their content diversity while maintaining the geomet-
ric capabilities learned from the multi-view datasets. We
demonstrate that our proposed scheme can significantly en-
hance NVS performance on out-of-domain data.

In future work, we anticipate the continued improve-
ment of NVS capabilities through the utilization of more
modern and advanced generative models. We also hope
that our method’s limitations, which are also common in
NVS literature, can be addressed. These limitations include
generalization to camera trajectories that are uncommon or
nonexistent in the training set, as our proposed augmenta-
tion does not introduce any camera translation. In addi-
tion, our method is inherently dependent on the scene scales
provided in its training set, which could be problematic if
they are obtained using Structure-from-Motion (SFM) tech-
niques without some form of normalization [33, 59]. Fi-
nally, we hope that the foundations laid in this work will be
extended to consistent multi-view generation, for example
in the form of video NVS.
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