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Abstract

We present Light3R-SfM, a feed-forward, end-to-end
learnable framework for efficient large-scale Structure-
from-Motion (SfM) from unconstrained image collections.
Unlike existing SfM solutions that rely on costly match-
ing and global optimization to achieve accurate 3D recon-
structions, Light3R-SfM addresses this limitation through
a novel latent global alignment module. This module re-
places traditional global optimization with a learnable at-
tention mechanism, effectively capturing multi-view con-
straints across images for robust and precise camera pose
estimation. Light3R-SfM constructs a sparse scene graph
via retrieval-score-guided shortest path tree to dramati-
cally reduce memory usage and computational overhead
compared to the naive approach. Extensive experiments
demonstrate that Light3R-SfM achieves competitive accu-
racy while significantly reducing runtime, making it ideal
for 3D reconstruction tasks in real-world applications with
a runtime constraint.

1. Introduction
Structure-from-Motion (SfM) is the task of jointly re-
covering camera poses and reconstructing the 3D scene
structure from a set of unconstrained images. This long-
standing problem is essential to many computer vision ap-
plications, including novel view synthesis via NeRFs [3,
26] and 3DGS [17], multi-view stereo (MVS) reconstruc-
tion [28, 43], and visual localization [31, 33]. Traditional
SfM methods generally follow two main approaches: in-
cremental [34, 37, 48] and global [7, 27, 47] SfM. Both
paradigms rely on key components such as feature detec-
tion and matching for correspondence search, 3D triangu-
lation to reconstruct geometry from 2D correspondences,
and joint optimization of camera poses and scene geometry
through bundle adjustment. A major research direction has
been to replace these components with learning-based mod-
ules, progressing towards fully end-to-end SfM [6, 36, 44].
Recently, the seminal work DUSt3R [45] proposed to train
an unconstrained stereo 3D reconstruction model through
pointmap regression, i.e., by directly predicting 3D points in
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Figure 1. Processing speed vs. accuracy for various SfM meth-
ods. Our work significantly decreases the runtime across vari-
ous sizes of image collections compared to traditional pipelines
while obtaining comparable accuracy. Results are measured on the
Tanks&Temples dataset.

a common reference system for every pixel. Learning from
large-scale annotated data, it shows impressive performance
in handling images with extreme viewpoint changes. To per-
form SfM from an image collection, DUSt3R works [19,
45] first compute stereo reconstruction exhaustively for all
image pairs and then obtain globally aligned pointmaps
for all cameras through joint optimization of pairwise rigid
transformations and local pointmaps. This baseline has been
significantly improved by the concurrent work MASt3R-
SfM [10] that leverages image retrieval to drastically re-
duce the computation overhead, boosts optimization effi-
ciency by optimizing only over the sparse pixel correspon-
dences, and appends a global bundle adjustment stage for
accuracy refinement. While optimization-based alignment
has been proven to be the key to accurate 3D reconstruc-
tion by DUSt3R, MASt3R-SfM and classical SfM meth-
ods [22, 27, 34], this comes at the cost of slow runtime and
extensive memory footprint even for moderately-sized im-
age collections.

To this end, we propose Light3R-SfM, a fully learn-
able feed-forward SfM model that directly obtains globally
aligned camera poses from an unordered image collection,
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without expensive optimization-based global alignment. In-
stead, we perform implicit global alignment in the latent
space with a scalable attention module between the image
encoding and 3D decoding stages, which enables global in-
formation sharing between features before solving the pair-
wise 3D reconstruction. This enables exploiting multi-view
information across images, which is crucial for learning
globally consist pointmaps.
Concurrent work Spann3R [42] tackles online reconstruc-
tion from videos by directly regressing pointmaps in a
global coordinate system leveraging an explicit memory
bank to store information from all previous frames and the
current frame. The price paid for being an online model
is that the memory bank is constrained by its fixed capac-
ity and prone to drifting due to the propagation of errors
over time. In contrast, our work focuses on offline recon-
struction from unordered image sets. We exploit multi-view
constraints via latent attention while minimizing the redun-
dant processing supported by intelligent graph construction,
delivering significantly more accurate camera poses with
lower runtime than Spann3R.
We summarize the key contributions of this work as fol-
lows: (i) We propose Light3R-SfM, a novel feed-forward
SfM approach that replaces classical global optimization
with a learnable latent alignment module, leveraging a scal-
able attention mechanism. (ii) Through extensive experi-
ments, we demonstrate that Light3R-SfM achieves more
accurate globally aligned camera poses compared to the
concurrent Spann3R method. Its performance rivals state-
of-the-art optimization-based SfM techniques while offer-
ing significant improvements in efficiency and scalability.
Specifically, Light3R-SfM reconstructs a scene of 200 im-
ages in just 33 seconds, whereas the comparable MASt3R-
SfM takes approximately 27 minutes, resulting in a >49 ×
speedup. We highlight the potential of fully feed-forward
SfM and aim to inspire future research toward developing
more reliable and accurate feed-forward methods for large-
scale 3D reconstruction in real-world settings.

2. Related Work
Classical SfM. Conventional structure from motion (SfM)
methods can be divided into two main categories: incremen-
tal and global SfM. Incremental SfM [1, 14, 34, 37, 48] ap-
proaches gradually reconstruct a 3D scene from a collec-
tion of images starting from a carefully selected two-view
initialization. Its main building blocks involve correspon-
dence searching via feature detection and matching, pair-
wise pose estimation and 3D triangulation followed by bun-
dle adjustment. Compared to incremental SfM, global SfM
methods [2, 7, 8, 27, 47] start with a similar correspondence
search and pairwise pose estimation stage, but then jointly
align all cameras through rotation and translation averaging
followed by 3D triangulation and bundle adjustment. Global

methods usually have faster runtime yet being less accurate
and robust. A recent work GLOMAP [27] reduces its accu-
racy gap to incremental methods by combining the estima-
tion of camera positions and 3D structure in a single global
positioning step. Our method, similar to the hybrid SfM
method [24], divide images into subsets and incremental re-
construct the whole scene by accumulating locally aligned
subsets. However, we fundamentally differ from them by
estimating camera poses for each local subset in a feed-
forward manner through our learned deep network without
requiring a further step of global bundle adjustment.
Optimization-based deep SfM. Recently, deep learning
has been leveraged to improve core building blocks in SfM
pipelines such as sparse feature detection [9, 30] and match-
ing [23, 32]. DFSfM [15] adapts traditional keypoint-based
SfM for leveraging dense feature matchers [11, 12, 38, 51].
PixSfM [22] introduces features-metric alignment to key-
points refinement and bundle adjustment, leading to im-
proved accuracy and robustness under challenging condi-
tions. VGGSfM [44] adapts individual SfM components
to their learned version forming a fully differentiable SfM
framework. Instead of optimizing camera parameters and
scene geometries, ACEZero [6] proposes a new learning-
based SfM pipeline to incrementally optimizing scene co-
ordinate regression and camera refinement networks that
output camera parameters and geometries through reprojec-
tion errors. Similarly, FlowMap [36] presents another end-
to-end differentiable SfM pipeline where a depth estimation
network is optimized per-scene through offline optical flow
and point tracking supervisions. Yet, those methods [6, 36]
struggle with image pairs with low visual overlapping.
Recently, the emerging unconstrained stereo 3D reconstruc-
tion model, DUSt3R [45], opened up a new paradigm for
tackling 3D reconstruction tasks such as SfM and multi-
view stereo (MVS). Essentially, it proposed a radically
novel approach for a two-view reconstruction via direct
pointmap regression from a pair of RGB images. Differ-
ent from monocular scene coordinate regression [4–6, 35],
such stereo pointmap regression formulation can bene-
fit from large-scale training achieving strong generaliza-
tion capability to new scenes. To perform SfM from an
image collection, DUSt3R [45] and its improved version
MASt3R [19] merge pairwise pointmap predictions via
optimization-based global alignment, however, exhaustive
pairwise pointmaps in a brute-force manner limits their
application to a small set of images [6]. To tackle this,
MASt3R-SfM [10] incorporates image retrieval exploiting
the MASt3R encoder feature embedding to build a sparse
scene graph, leading to significantly reduced runtime. Ad-
ditionally, it leverages sparse correspondences to boost opti-
mization efficiency and accuracy. Another concurrent work
MonST3R [50] extends MASt3R to handle dynamic scenes
by leveraging an offline optical flow estimation. However,
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those DUSt3R-based SfM methods still rely on expensive
iterative optimization for accurate globally aligned poses.
Feed-forward SfM. Instead of performing optimization-
based global alignment, Spann3R [42], leverages explicit
spatial memory to implicitly align pointmaps w.r.t. the first
frame, which requires to maintain spatial information for all
following frames in a sequence of arbitrary length overtime.
Compared to Spann3R, our proposed feed-forward SfM ef-
ficiently exploits multi-view constraints from a collection
of unconstrained images at the same time, utilizing a scal-
able latent alignment module together with efficient graph
construction, leading to more efficient and accurate global
alignment of pointmaps than Spann3R.

3. Light3R-SfM
In this section, we present Light3R-SfM, a novel feed-
forward SfM model that enables robust, accurate and ef-
ficient structure-from-motion in the wild for large-scale
real-world applications. The key component is an attention
mechanism that allows optimization-free globally aligned
pose estimation for the entire image set.

Given an unordered image collection or a sequence of
images, denoted as {Ii}Ni=1 with Ii ∈ RH×W×3, our
pipeline reconstructs per image camera extrinsics P ∈
R4×4, intrinsics Ki ∈ R3×3 and dense 3D pointmap at
image resolution X ∈ RH×W×3, which represents the
globally aligned scene geometry observed by individual
images. As shown in Fig. 2, we start with the (i) encod-
ing, where an image encoder extract per-image feature to-
kens. After that we have the (ii) latent global alignment,
in which information is exchanged between all image to-
kens via a scalable attention mechanism to globally align
image tokens in the feature space (Sec. 3.1). Next, the (iii)
scene graph construction constructs a scene graph maxi-
mizing pairwise image similarities via running the short-
est path tree (SPT) algorithm. The (iv) decoding step con-
verts image pairs connected by an edge to pointmaps using
a stereo reconstruction decoder (Sec. 3.2). Finally, we run
the (iiv) global optimization-free reconstruction, which ac-
cumulates the pairwise pointmaps by traversing the scene
graph (Sec. 3.3) to obtain the globally aligned pointmaps.

3.1. Latent Global Alignment

We start by encoding each image Ii to image tokens

F
(0)
i = Enc(Ii), F

(0)
i ∈ R⌊H/p⌋×⌊W/p⌋×d, (1)

where p is the patch size of the encoder and d is the token di-
mensionality. To allow information sharing between all im-
ages without running into memory constraints, we take in-
spiration from Karaev et al. [16], who apply a similar prin-
ciple to point tracks, and factorize the attention operation
between all frames via a smaller set of tokens. Specifically,

for each set of image tokens F (0)
i we compute its global to-

ken g
(0)
i ∈ Rd via averaging along its spatial dimensions.

We then use L blocks of our latent global alignment block
to achieve global information sharing across all image to-
kens. For each level l ∈ (0, L), we first share information
across all global image tokens {g(l)i }Ni=1 using self-attention
defined as

{g(l+1)
i }Ni=1 = Self({g(l)i }Ni=1). (2)

We then propagate the updated global information to dense
image tokens {F (l)

i }Ni=1 for each image independently via
cross-attention:

F
(l+1)
i = Cross(F

(l)
i , {g(l+1)

i }Ni=1). (3)

Finally, we obtain the globally aligned image tokens Fi via
a residual connection, i.e., Fi := F

(0)
i + F

(L)
i .

Discussion. A naive implementation through self-attention
between all image tokens requiring O((N × T )2), while
our latent global alignment module is able to achieve a time
complexity of O(N2+N×T ), where T = ⌊H/p⌋×⌊W/p⌋
is the number of per-image tokens and N is the number of
images. While the same asymptotic complexity class, we
find reducing the constant factor for practical values of N ≈
T to be the key to scale to larger image collections.

3.2. Scene Graph Construction

Despite our global feature attention being lightweight by
design, exhaustively decoding 3D pointmaps for all image
pairs through a fully connected scene graph still leads to a
computational bottleneck. We thus propose a more scalable
approach to scene graph construction allowing us to decode
pointmaps with just N − 1 edges. For that, we leverage the
encoder embeddings to compute pairwise similarities sim-
ilar to concurrent work [19], which allows us to filter out
irrelevant image pairs, e.g., pairs with low visual overlap,
to avoid unnecessary computation [10, 49]. Specifically, we
average pool the tokens of each image Fi to obtain one-
dimensional embedding F̄i and then compute the matrix S
containing all pairwise cosine similarities as

Sij = ⟨∥F̄i∥2, ∥F̄j∥2⟩ (4)

where ⟨·, ·⟩ denotes the scalar product. Classical SfM meth-
ods [27, 34] build a scene graph as a minimum spanning
tree (MST) which minimizes the sum of costs, i.e., the neg-
ative similarities, of all edges. However, this often results in
trees with high depth that result in drift when we accumu-
late pairwise pointmaps, as proposed in the next section.

Therefore, we propose to replace the MST with a short-
est path tree (SPT) [13] to obtain a scene graph as a set of
edges ESPT = {(i, j)} connecting all images, while mini-
mizing the cost of the paths towards each node. Intuitively,
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Figure 2. Light3R-SfM Pipeline. Given an unordered set of images, we first encode them to obtain image tokens from which we average
pool global features for constructing a shortest path tree. We next feed image tokens into our attention-based latent global alignment to
enable global context sharing. Afterwards, for each edge in the SPT, we decode pairwise pointmaps using the implicitly aligned feature
tokens. Finally, we use global accumulation to obtain globally aligned pointmaps per image.

this leads to a flatter tree which only runs deep when it ben-
efits the overall reconstruction. We set the root node for
the SPT as the one with lowest total cost w.r.t. all other
nodes, i.e., argminj

∑
i −Sij . By design, the number of

edges in a tree is linear in the number of images N , i.e.,
|ESPT| = N − 1, leading to significantly better scalability
than a fully-connected graph.

3.3. Global Optimization-free Reconstruction

To obtain the global reconstruction while still being end-to-
end trainable, we first obtain per-edge local pointmap pre-
dictions and then merge local pointmaps into a global one.
Edge-wise pointmap decoding. For every edge in the
scene graph (i, j) ∈ ESPT, we run the decoder to output
two pointmaps and associated confidence maps defined as:

(Xi,i, Xj,i), (Ci,i, Cj,i) = Dec (Fi, Fj) . (5)

Here, Xi,i ∈ RH×W×3 is the pointmap of the i-th image
and Xj,i is the pointmap of the j-th image, both in the co-
ordinate frame of the i-th image. Cj,i, Ci,i ∈ RH×W are
the per-point confidence scores for each pointmap respec-
tively. While this closely follows the setup in [45], note that
the input features to the decoder are conditioned on all im-
ages which facilitates globally aligned pairwise pointmaps.
Global accumulation. To combine the pairwise pointmap
predictions into a global reconstruction X with per-point
confidences C, we traverse the SPT ESPT in breadth-first
order, starting from the root of the tree. For the first edge,
we initialize the global point cloud as X = {Xi, Xj} and

C = {Ci, Cj} where Xi := Xi,i and Xj := Xj,i are
the pointmap predictions for the edge in the coordinate sys-
tem of the i-th image and Ci, Cj their corresponding con-
fidences. The i-th camera is thus implicitly defined as the
canonical frame for the global reconstruction. We next reg-
ister the remaining local reconstructions predicted from the
consecutive edges to this initial global reconstruction.

Based on the traversal order, node k of the next edge
(k, l) has already obtained its global registered pointmap
Xk ∈ X in the previous step. We first update the global
confidence map of this node to Ck := Ck ⊙ Ck,k, where
⊙ denotes the element-wise geometric mean, to take into
consideration the confidence of the pointmap prediction
Ck,k given the current pair. To register the l-th node to the
global reconstruction, we then estimate the optimial rigid
body transformation between the two pointmaps, Xk (in the
global coordinate) and Xk,k (in the same coordinate system
of the l-th node) via Procrustes alignment [40]

Pk = Procrustes(Xk, Xk,k, logCk) (6)

where logCk ∈ [0,∞]
H×W serves as a per-point weight.

Finally, we transform the pointmap of node l into the global
coordinate frame

X l, = P−1
k Xk,l (7)

and add it the global reconstruction X := X ∪ {X l}. Re-
peat it for all edges in ESPT, we obtain per-image globally
registered pointmaps Xi with associated confidences Ci .
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Discussion. While our method still involves Procrustes
alignment for each node, it is a significantly simpler prob-
lem compared to jointly optimizing a large number of 3D
points and camera parameters among all images, which
is much more sensitive to noisy pointmap and confidence
predictions and limited to small number of images. Fur-
thermore, compared to iterative solvers used in bundle ad-
justment, Procrustes alignment can be efficiently solved in
closed form, and thus its computation overhead, linear in
the number of images, is negligible.

3.4. Supervision

We jointly supervise pairwise local pointmaps and the glob-
ally aligned pointmaps, with the focus of the latter to en-
force accurate and consistent global alignment learning.
Pairwise supervision. Given a set of ground-truth
pointmaps in the world coordinate frame X̄ = {X̄i}Ni=1, the
corresponding valid pixels {Di}Ni=1, and the ground truth
camera poses P iN

i=1, we compute Lpair that supervises the
pairwise local pointmaps per-edge in the coordinate frame
of the first camera following DUSt3R [45]:

Lpair =
∑

(i,j)∈ESPT

(Lconf(PiX̄
i, Xi,i, Ci,i,Di)

+ Lconf(PiX̄
j , Xj,i, Cj,i,Dj)) , (8)

Lconf(X̄,X,C,D) :=
∑
p∈D

Cp

∥∥Xp − X̄p

∥∥− αCp. (9)

Here X,C, X̄ are the predicted pointmap, confidence map
and the ground-truth pointmap, D ⊆ {1 . . .W}×{1 . . . H}
defines the valid pixels with ground-truth, and α > 0 regu-
larizes the confidences to not be pushed to 0 [41].
Global supervision. We first align the global pointmaps
X =

{
X1,, . . . , XN,

}
that are defined w.r.t. the root

node of the SPT, to the ground truth pointmaps, by esti-
mating the optimal rigid body transformation Palign using
Procrustes alignment. We then supervise the transformed
global pointmap prediction for each image as

Lglobal =
∑

i∈{1,...,N}

Lconf(X̄
i, PalignX

i, Ci,Di) (10)

In practice, we do not compute the loss for samples with
less than 100 valid pixels due to inaccurately estimated rigid
body transformation. This loss implicitly supervises the ac-
curacy of poses extracted from these pointmaps since inac-
curate poses from the pairwise Procrustes alignment leads
to higher global loss. We optimize L = Lpair + λLglobal,
empirically setting λ = 0.1.

4. Experiments
In this section, we conduct extensive evaluation across di-
verse datasets and scenes, covering a wide range of typi-
cal SfM settings, and thorough ablations to understand our
model.

We train our model on four datasets: Waymo Open
Dataset [39], CO3Dv2 [29], MegaDepth [20], and Tar-
tanAir [46]. For training, we sample graphs of N = 8 im-
ages and random crop images with different aspect ratios
and apply color jitter augmentation. We initialize our model
encoder and decoder using MASt3R pretrained weights
and train for 100,000 iterations with batch size 8 (each
batch element corresponds to one graph of images) using
AdamW [25] with learning rate 10−5. Like Wang et al. [45],
we extract the camera focal length and pose of each view
from the pointmap prediction in global reference frame Xi

using PnP. We provide more details for training and infer-
ence in the supplementary material.

4.1. Scene-level Multi-view Pose Estimation

Dataset. We first evaluate our method on multi-view pose
estimation using Tanks&Temples [18] covering 21 indoor
and outdoor scenes, where each scene contains 150-1100
images with uncalibrated cameras [6].
Baselines. We categorize our SfM baselines into two main
categories, i.e., optimization-based (OPT) and feedforward-
based (FFD) methods, according to their global alignment
methodology. For optimization-based methods, we con-
sider the classical SfM pipelines Colmap [34] (with Super-
Point [9] and SuperGlue [32]), DF-SfM [15], Glomap [27],
PixelSfM [22] and VGGSfM [44], the end-to-end SfM in-
cluding ACE-Zero [6] and FlowMap [36], as well as the
recent state-of-the-art MASt3R-SfM [10]. For feedforward-
based methods, we compare to our only baseline, the con-
current method Spann3R, where we evaluate both its online
and offline version whenever possible.
Metrics. Given a set of images, we follow previous
work [10, 27, 45] to compute the relative camera pose errors
for all image pairs and measure the percentage of pairs with
angular rotation/translation error below a certain thresh-
old τ , denoted as relative rotation accuracy (RRA@τ ) and
relative translation accuracy (RTA@τ ). We report its accu-
racy score average over all data samples. We further re-
port the percentage of successfully registered images (Reg.)
where we count failed scenes with a registration rate of 0,
and average translation errors (ATE) where we align esti-
mated camera positions to the ground-truth (estimated us-
ing Colmap using all frames provided and provided by [10])
with Procrustes [40] and report an average normalized error.
We also report the runtime for a subset of methods on a sys-
tem with a NVIDIA V100-32GB.
Comparison to state-of-the-art methods. We follow pre-
vious work [10] compare across 5 different view settings
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Method Align. RRA@5 ↑ RTA@5 ↑ ATE ↓ Reg. ↑ Time [s] ↓

25

COLMAP OPT 13.7 12.6 0.038 44.4 -
GLOMAP OPT 58.4 53.6 0.076 86.1 16.1
ACE0 OPT 1.2 1.4 0.112 100.0 1042.7
DF-SfM OPT 47.5 48.7 0.081 99.4 -
FlowMap OPT 0.7 1.5 0.107 100.0 -
VGGSfM OPT 55.7 57.4 0.058 96.2 135.7
MASt3R-SfM OPT 68.0 70.3 0.034 100.0 283.2

Spann3r FFD 19.6 30.7 0.060 100.0 8.3
Light3R-SfM FFD 50.9 54.2 0.048 100.0 4.4

50

COLMAP OPT 28.2 27.4 0.029 60.5 -
GLOMAP OPT 69.3 70.3 0.039 97.3 47.5
ACE0 OPT 11.9 11.5 0.071 100.0 1530.0
DF-SfM OPT 63.0 62.7 0.041 100.0 -
FlowMap OPT 1.9 3.4 0.073 100.0 -
VGGSfM OPT 63.1 64.2 0.035 98.7 291.3
MASt3R-SfM OPT 69.1 70.1 0.026 100.0 503.0

Spann3r FFD 21.1 31.4 0.037 100.0 16.7
Light3R-SfM FFD 52.5 55.2 0.032 100.0 8.5

20
0

COLMAP OPT 64.7 57.7 0.019 97.0 -
GLOMAP OPT 73.5 74.8 0.016 100.0 536.7
ACE0 OPT 55.7 57.4 0.019 100.0 4604.4
DF-SfM OPT 66.8 69.3 0.016 33.3 -
FlowMap OPT 22.2 25.8 0.024 100.0 -
VGGSfM OPT 84.5 86.3 0.007 47.6 1511.6
MASt3R-SfM OPT 68.2 68.4 0.013 100.0 1609.0

Spann3r FFD 22.8 28.6 0.019 100.0 60.4
Light3R-SfM FFD 52.4 53.1 0.016 100.0 33.4

fu
ll

COLMAP OPT GT GT GT GT -
GLOMAP OPT 75.8 76.7 0.010 100.0 1977.7
ACE0 OPT 56.9 57.9 0.015 100.0 5499.5
DF-SfM OPT 69.6 69.3 0.014 76.2 -
FlowMap OPT 31.7 35.7 0.017 66.7 -
VGGSfM OPT - - - 0.0 2134.2
MASt3R-SfM OPT 49.2 54.0 0.011 100.0 2723.1

Spann3r FFD 20.3 24.7 0.016 100.0 116.2
Light3R-SfM FFD 52.0 52.8 0.011 100.0 63.4

Table 1. Multi-view pose estimation on Tanks&Temples [18].
We adopt the benchmark by [10] and consider 25/50/200 view sub-
sets and using the full sequence. We report relative pose accuracy
RRA@5 and RTA@5, absolute translation error (ATE) and regis-
tration rate (Reg.). For clarity, we color-code results with a linear
gradient between the worst and best result for a given scene. ‘-’
results indicate that all scenes did not converge or that we did not
obtain runtime measurements. We specify the type of alignment
used by each methods, ‘OPT’ stands for optimization-based and
‘FFD’ stands for feedforward-based.

including sparsely sampled 25/50/200 frame subsets and
the original full sequence. As shown in Tab. 1, our method
is competitive with other learning-based methods includ-
ing VGGSfM, ACE-Zero, and FlowMap. Our method is
less accurate than Glomap, Colmap and the concurrent
work MASt3R-SfM, particularly for the dense view set-
ting with more than 200 images. Those methods rely on
classical optimization techniques such as bundle adjust-
ment [10, 15, 27, 34] or 3D global alignment [10, 45] to
achieve better accuracy, but they suffer from limited scala-
bility. For example, Glomap and MASt3R-SfM require 30×
and 43× more runtime than our method in full-sequence.
The only method that has a runtime in the same magnitude
as ours is Spann3R, which also proposes to replace the com-
putationally expensive global alignment of DUSt3R with
an implicit alignment implemented via a memory bank.

Model Images RRA@5 ↑ RTA@5 ↑ ATE ↓ Time [s] ↓

25

Spann3R
sorted 19.6 30.7 0.060 8.3
unordered 10.6 20.1 0.070 9.3
all pairs 20.5 31.8 0.057 77.7

Light3R-SfM 224 SPT 29.9 33.0 0.066 2.2
Light3R-SfM SPT 50.9 54.2 0.048 4.4

50

Spann3R
sorted 21.1 31.4 0.037 16.7
unordered 12.4 19.0 0.050 18.3
all pairs 25.8 33.5 0.043 306.0

Light3R-SfM 224 SPT 34.8 36.3 0.044 4.3
Light3R-SfM SPT 52.5 55.2 0.032 8.5

fu
ll

Spann3R
sorted 20.3 24.7 0.016 116.2
unordered 12.8 19.8 0.018 125.6
all pairs OOM

Light3R-SfM 224 SPT 32.9 34.5 0.017 29.4
Light3R-SfM SPT 52.0 52.8 0.011 63.4

Table 2. Detailed comparison to Spann3R. We compare on
Tanks&Temples using the 25 and 50 image subsets as well as the
full sequences.

To enable Spann3R online evaluation, we sort the multi-
view image frames based on their timestamps. Compared to
Spann3R, we show that our latent global alignment module
is significantly superior for the SfM setting in both accu-
racy and runtime, leading to an average of 145% and 84%
increase in RRA and RTA scores across 5 view settings with
approximately half of its runtime.
Detailed comparison to Spann3R. To fully demon-
strate the advantage of our proposed approach for feed-
forward SfM, we present a more thorough comparison
to the other feed-forward method Spann3R. As shown in
Tab. 2, Spann3R degrades significantly if the input is an un-
ordered image set due to the lack temporal coherence be-
tween frames. To process an unordered image set, Spann3R
proposes an offline version that relies on estimating the op-
timal order of frames via exhaustively evaluating all images
pairs. We find that this leads to a significant runtime in-
crease, e.g., ×36 higher runtime than our Light3R-SfM in
the 50-view setting, while still being significantly less ac-
curate. When moving to the full video sequences with up to
1100 frames, this setup even encounters out-of-memory er-
rors. Finally, even when operating on the full, sorted video
sequence, which Spann3R is specifically designed to han-
dle, performance is still subpar. In comparison, our method
is able to provide more accurate poses, even when consid-
ering the same image resolution, fully validating the superi-
ority of our method for the SfM setting.

4.2. Object-centric Multi-view Pose Estimation

Dataset. Next, we evaluate our method on object-centric
scenes, for which we consider CO3Dv2 [29], containing
37k turntable-like videos of objects from 51 MS-COCO cat-
egories and camera poses annotated using Colmap.
Baselines. In addition to the previously mentioned base-
lines, we further compare to the state-of-the-art multi-
view pose regression methods including PoseDiff [43], Pos-
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Method Global Co3Dv2↑
Align. RRA@15 RTA@15 mAA@30

10

Colmap [34] OPT 31.6 27.3 25.3
Glomap [27] OPT 45.9 40.3 37.3
PixSfM [22] OPT 33.7 32.9 30.1
VGGSfM [44] OPT 92.1 88.3 74.0
DUSt3R-GA [45] OPT 96.2 86.8 76.7
MASt3R-SfM [10] OPT 96.0 93.1 88.0
PoseDiff [43] FFD 80.5 79.8 66.5
PosReg [43] FFD 53.2 49.1 45.0
RelPose++ [21] FFD 82.3 77.2 65.1
Spann3R [42] FFD 89.5 83.2 70.3
MASt3R * [19] FFD 94.5 80.9 68.7
Light3R-SfM FFD 94.7 85.8 72.8

2

DUSt3R [45] FFD 94.3 88.4 77.2
MASt3R [19] FFD 94.6 91.9 81.8
Spann3R [42] FFD 91.9 89.9 77.6
Light3R-SfM FFD 95.5 93.2 81.6

Table 3. Wide-baseline, multi-view camera pose estimation on
CO3Dv2 [29]. We vary the number of input images by randomly
sampling from the original sequence.

Reg [43], and RelPose++ [21], which also predict aligned
camera poses in a feed-forward manner. We also compare
to a MASt3R * baseline where we employ the off-the-
shelf MASt3R model without any additional training in-
side our proposed framework. Metrics. We report rela-
tive rotation accuracy and relative translation accuracy with
threshold 15, e.g., RRA@15 and RTA@15. We further cal-
culate the mean Average Accuracy (mAA)@30, defined as
the area under the curve accuracy of the angular differ-
ences at min(RRA@30, RTA@30). Results. Similar to
[10], we evaluate on 2-view and 10-view settings. As shown
in the upper part of Tab. 3, for the 10-view setting, we are
significantly more accurate than traditional optimization-
based SfM methods such as Colmap, Glomap and PixSfM.
Our performance is on-par with VGGSfM which trains one
model per dataset for evaluation, while our method general-
izes across datasets. We are less accurate than DUSt3R and
concurrent MASt3R-SfM that benefit from optimization-
based global alignment at the cost of scalability and ef-
ficiency as discussed in Sec. 4.1, however, we note that
our latent global alignment almost closes the gap towards
DUSt3R-GA. Compared to other feed-forward methods,
our method achieves the best performance across all met-
rics. Comparing to MASt3R *, we demonstrate the benefit
coming from our contributions leading to a 6.1% increase in
RTA@15. Among the feed-forward methods, only ours and
Spann3R evaluate on a large number of images, while the
other works typically focus on object-centric scenes. In the
bottom part of Tab. 3, we demonstrate superior performance
compared to other feed-forward methods on pairwise pose
estimation. This setting decouples the need for global align-
ment, indicating that our proposed global supervision on the
accumulated pairwise predictions helps to predict more ac-
curate pointmaps for pose estimation in general.

Waymo [39] Val. Split

Method RRA@5↑ RTA@5↑ ATE↓ Runtime(s)↓
MASt3R-SfM [19] 75.7 63.7 0.005 1662.0
Spann3R [42] 55.1 14.5 0.025 53.8
Light3R-SfM 78.3 57.7 0.019 8.5

Table 4. Camera pose estimation on driving scenes.

Spann3r

Ours

MASt3R-SfM

Figure 3. Qualitative comparison on a Waymo scene. Note how
the MASt3R-SfM reconstruction does not truthfully reconstruct
the 90° turn, while Spann3R predictions degrade after tens of
frames.

4.3. Evaluation on Driving Scenes

Dataset. We further evaluate our model on driving scenes
where we validate our generalization capability to translat-
ing camera motion. We use the validation split of Waymo
Open Dataset [39], which contains a collection of 200 20-
second clips recorded at 10Hz from an autonomous vehicle.
For each sequence, we use the 200 input frames from the
forward-looking camera.
Baselines. We compare against our concurrent works
Spann3R and MASt3R-SfM, which also build on top of
DUSt3R and have also seen Waymo training split as us.
Results. As shown in Tab. 4, Light3R-SfM achieves com-
parable accuracy to optimization-based MASt3R-SfM at
∼ 195× lower runtime. Compared to the concurrent feed-
forward Spann3R, we significantly outperform Spann3R
achieving ∼ 4× better accuracy in RTA@5 at >6× lower
runtime. This confirms that our latent alignment design
leads to a more accurate and efficient modeling of global
alignment compared to a memory-based architecture in
Spann3R. We visualize pointmaps predicted by Light3R-
SfM and our baselines in Fig. 3.

4.4. Ablation Studies

In this section, we perform in-depth ablation study to fully
understand each component of our method. We perform all
ablation experiments on Tanks&Temple [18] dataset using
its 200 view subset and report the same multi-view pose
estimation metrics as defined in Sec. 4.1.
Model components. In the part (a) of Tab. 5, we ablate
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Backbone Global Latent Graph Tanks&Temple [18] - 200 Views
Init. Sup. Align. Const. RRA@5↑ RTA@5↑ ATE↓

(a)
MASt3R ✗ ✗ SPT 47.5 48.3 0.019
MASt3R ✗ ✓ SPT 50.8 48.7 0.016
DUSt3R ✓ ✓ SPT 48.8 48.8 0.016

(b) MASt3R ✓ ✓ Oracle 52.8 53.8 0.016
MASt3R ✓ ✓ MST 44.4 39.5 0.017

MASt3R ✓ ✓ SPT 52.4 53.1 0.016

Table 5. Model ablation. We study the impact of backbone ini-
tialization, global supervision, latent alignment as well as different
ways for graph construction on pose estimation performance.

Conf. thr. Reg. (↑) RRA@5 (↑) RTA@5 (↑) RRA@15 (↑) RTA@15 (↑)

MASt3R-SfM N/A 100.0 68.0 70.3 73.8 77.3

Light3R-SfM
3 84.8 56.5 58.9 77.6 76.4
5 83.2 63.0 62.2 80.0 78.7
7 75.8 65.2 63.7 81.3 80.2

Table 6. Pointmap confidence analysis on Tanks&Temples [18].
Our learned confidence maps effectively filter outlier points, lead-
ing to increased rejected frames yet overall more accurate poses.

the influence of backbone initialization, global supervision
defined in Eq. (10) and latent alignment defined in Sec. 3.1
when using the same graph construction process and pose
accumulation process described in Sec. 3.3. We show that
adding latent alignment leads to 6.95% increase in RRA@5
and 15.78% decrease in ATE over the baseline. By further
adding global supervision, we obtain our final model (last
row), which brings another 3.14% and 9.03% increase in
RRA@5 and RTA@5. Switching the backbone initializa-
tion of our full model from MASt3R to DUSt3R leads to
6.87% and 8.1% drop in RRA@5 and RTA@5.
Scene graph construction. In part (b) of Tab. 5, we an-
alyze the impact of different options in building the scene
graph introduced in Sec. 3.2. Specifically, we present an
graph construction Oracle, where we use ground truth over-
lapping score to obtain an optimal spanning tree, indicating
the upper bound performance our method can achieve by
improving the retrieval step. We show that our encoder re-
trieval is able to construct a high-quality scene graph that
leads to performance very close to Oracle. We further com-
pare to another baseline where we obtain a minimal span-
ning tree instead. This leads to 15.26% and 25.61% accu-
racy decrease in RRA@5 and RTA@5, demonstrating the
importance modulating the depth of the tree for our method.
Pointmap confidence analysis. During inference, we com-
pute global camera poses for each frame from the predicted
pointmaps where we filter out 3D points if their confidence
score is lower than a certain confidence threshold. In Tab. 6,
we study the impact of different confident thresholds, e.g.,
from 3 to 7, on pose estimation performance. We show that
the learned confidence maps effectively identify the con-
fident points from images, leading to decreasing registra-
tion rate and improved pose accuracy when we increase
the threshold, which enables a flexible control over trading-
off accurateness and completeness depending on the down-

Image Image Latent. Graph Pointmap Global Total Max. GPU
Resol. Encoding Alignment Const. Decoding Accum. Runtime(s) VRAM (GB)

224 3.6 3.4 0.1 23.2 0.9 52.3 8.0
512 12.3 7.5 1.4 68.4 1.0 135.8 25.6

Table 7. Runtime Analysis. We evaluate Light3R-SfM on the
Courthouse scene with 1106 images using a NVIDIA V100-32GB.

stream applications.
Generalization. We showed that our method trained on
a specific 8-view graph structure generalizes well to all
kinds of view settings, e.g., (minimal) 2-view, (sparse)
10/25/50/200-view and full-view settings in Tab. 1. In addi-
tion, we confirm solid generalization of our method by con-
sistently outperforming our concurrent baseline Spann3R,
across different types scenes and datasets including object-
centric scenes from Co3Dv2 [29], driving scenes from
Waymo [39] and unseen natural indoor and outdoor scenes
from Tanks and Temples [18].
Runtime analysis. We analyze the detailed runtime re-
quired by individual components and the memory footprint
of our method in Tab. 7 by evaluating it on the Courthouse
scene at two image resolutions using a NVIDIA V100-
32GB. We split the batch into chunks of 32 for both the
encoder and decoder which can be adapted to fit smaller or
larger GPU memory budgets, trading off runtime.

5. Conclusion

We presented Light3R-SfM, a novel pipeline to perform
SfM without traditional components such as matching or
global optimization. For this, we build upon 3D foundation
models operating on image pairs and scale these to large im-
age collections via a scalable global latent alignment mod-
ule, effectively aligning pairwise predictions in latent space,
replacing global optimization. Further, we leverage a sparse
scene graph keeping memory requirements low. We show
that such an approach allows to significantly reduce runtime
while providing competitive accuracy, opening up exciting
new research opportunities towards data-driven approaches
for a field that is traditionally dominated by optimization-
based methods.
Limitations. We acknowledge that our current model does
not scale to all SfM settings, for example for collections
of tens of thousands of images. Furthermore, the accu-
racy of poses at tight thresholds still lacks behind SOTA
optimization-based methods, most likely due to the low im-
age resolution processed by learned methods. We also ob-
served drift in long-running camera trajectories due to the
compositional nature of the reconstruction. Finally, when
extreme visual similiarity is present the retrieval-based
graph connectivity might contain errors that degrade the re-
construction.
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