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Figure 1. (a) General rolling shutter cameras see points in space multiple times (en.wikipedia.org/wiki/Rolling shutter). (b) Order-one

rolling shutter cameras see points in space exactly once. Their rolling planes intersect in a line. Examples include (c) perspective cameras

and (d) some Straight-Cayley cameras moving on a twisted cubic.

Abstract

Rolling shutter (RS) cameras dominate consumer and

smartphone markets. Several methods for computing the

absolute pose of RS cameras have appeared in the last

20 years, but the relative pose problem has not been fully

solved yet. We provide a unified theory for the important

class of order-one rolling shutter (RS1) cameras. These

cameras generalize the perspective projection to RS cam-

eras, projecting a generic space point to exactly one im-

age point via a rational map. We introduce a new back-

projection RS camera model, characterize RS1 cameras,

construct explicit parameterizations of such cameras, and

determine the image of a space line. We classify all mini-

mal problems for solving the relative camera pose problem

with linear RS1 cameras and discover new practical cases.

Finally, we show how the theory can be used to explain RS

models previously used for absolute pose computation.
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1. Introduction

Rolling shutter (RS) cameras [41] dominate consumer and

smartphone markets thanks to affordability, enhanced reso-

lution, and rapid frame rates. Unlike global shutter cameras

(GS), RS cameras capture images sequentially line-by-line,

causing image distortions if the camera moves during cap-

ture (Fig. 1a). The distorted RS images do not match the

geometry of GS cameras. Thus, for non-negligible move-

ments, the developed multi-view geometry for GS cameras

cannot be applied. So currently, accurate multi-view ge-

ometry from moving cameras requires GS cameras. Since

moving cameras are omnipresent (e.g., every modern car is

equipped with cameras and cameras are often mounted on

drones), new theory and algorithms must be developed for

RS cameras. Many partial results appeared in the last 20

years [1, 2, 4–10, 12, 16–19, 24, 27, 29, 31, 33, 34, 37, 38,

40, 42, 43, 49–51, 54–58]. Here, we provide a unified the-

ory and extend multi-view GS geometry to the important

class of moving order-one RS cameras.

General RS cameras project a point in space into many

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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image points (Fig. 1a). Perspective cameras project a point

in space by a linear rational map to exactly one image point.

Thus, it is natural to study a generalization of perspective

cameras: RS cameras that project a point in space to ex-

actly one image point via a rational map. We call these

Order-one Rolling Shutter (RS1) cameras. RS1 are rela-

tively simple but can still explain some common scenarios.

For instance, they can be used when RS images are taken

on vehicles moving at constant speed on a straight line par-

allel to the image plane, which is common for cars, trains,

planes, etc. Moreover, every flatbed scanner is an RS1 cam-

era, and satellite imaging is often done with push-broom

scanners [23], which are very close to RS1 cameras.

1.1. Contribution and main results

We present a systematic study of RS and RS1 cameras.

In Sec. 2, we introduce a new back-projection model

of RS cameras that provides explicit parameterizations of

RS camera-rays via a map Λ (5) and of RS camera rolling

planes via a map Σ (2). Our model connects the geome-

try of rays in space with the image projection maps of RS

cameras. The map Λ assigns to every image point the ray in

space that projects to the point. In general, this map has no

inverse for RS cameras that see space points several times.

RS1 cameras are precisely those where such an inverse

picture-taking map Φ = Λ−1 exists and is rational. We

analyze these maps in Sec. 3. We show (Theorem 4) that

all rolling planes of an RS1 camera intersect in a space line

K. Furthermore, the rolling planes map Σ of such a camera

is birational and the camera center moves on a curve C that

either equals K or intersects K in deg(C)− 1 points.

In Sec. 4, we construct explicit parameterizations of

RS1 cameras. Explicit parameterizations open a way to

identify camera parameters from image measurements.

We give the dimensions of several RS1 parameter spaces

needed to characterize minimal problems (Sec. 6). We ana-

lyze the special cases of (1) constant rotation (Sec. 4.1) and

(2) pure translation with a constant speed (Sec. 4.3), which

were studied in [12] under the name linear RS cameras.

RS1 cameras give rise to picture-taking maps Φ.

In Sec. 5, we give the degree of Φ for all parameterizations

of RS1 cameras from Sec. 4 (see Theorem 12), and show

that the image of a line in space is a rational image curve

of degree deg(Φ) that passes through a special point at in-

finity deg(Φ) − 1 many times. This means that the image

of a space line contains precisely one further point at infin-

ity. We use that point to simplify the camera relative pose

minimal problems (see Sec. 6).

In Sec. 6, we present all minimal problems for com-

puting the relative poses of linear RS1 cameras from cor-

respondences between multiple images of points and lines

(with potential incidences) under complete visibility as-

sumptions [25]. We show that there are exactly 31 mini-

mal problems for 2, 3, 4, and 5 cameras (Fig. 4). All these

minimal problems are new. We also show that no minimal

problems exist for a single camera and more than 5 cam-

eras. For every minimal problem, we compute the num-

ber of solutions (degree). There are several practical min-

imal problems for two cameras: (i) Three problems with

small degrees (28, 48, 60) and a small number of image

features (e.g., 7 or 9 points, or 3 points + 2 lines) are suit-

able for constructing efficient symbolic-numeric minimal

solvers [30, 35, 39]. (ii) Two important problems with 7

and 9 points have moderate degrees (140, 364) and thus

are suitable for solving by optimized homotopy continua-

tion [11, 15, 25]. Similarly, there is a practical problem for

three cameras with degree 160. Minimal problems for more

than three cameras are much harder and impractical unless

they could be decomposed into simple problems [26]. This

is an open problem for the future.

Sec. 7 shows when a practical “Straight-Cayley” (SC)

RS camera model [7] produces RS1 cameras. The SC

model is important since it leads to tractable minimal RS

camera absolute pose problems [7]. We provide explicit

general constraints on the CS model and concrete exam-

ples. This demonstrates how the theory for RS1 cameras

developed in this paper can be used to understand existing

practical RS camera models.

1.2. The most relevant previous work

[12] formulates the relative pose problems for two RS cam-

eras for several RS models, but order-one cameras were not

considered and camera order was not investigated. We show

that general linear RS cameras have order two and that they

have order one exactly when the motion line C is parallel to

the camera projection plane. The uniform RS camera model

of [12] uses the Rodrigues parameterization [22] of rota-

tion, which is not algebraic. Hence, [12] replaces rotation

matrices by their linearization to arrive at an approximate

algebraic model. We use the Cayley rotation parameteri-

zation (20), which is algebraic, and we show when it pro-

duces RS1 cameras. [12] observes that there is an 11-point

minimal relative pose problem for two order-two linear RS

cameras but does not present the solver. Instead, a rather

impractical 20-point linear solver is suggested. We consider

an RS1 model and use all the algebraic constraints to get a

solvable 9-point minimal relative RS1 camera problem. We

also classify all minimal problems for this model for arbi-

trarily many cameras (Fig. 4) and identify several practical

RS camera relative pose problems.

[3, 7] developed efficient absolute pose minimal prob-

lems with the Straight-Cayley model. We show that the

Straight-Cayley model is not only efficient but also very

general and accounts for a large class of RS cameras, rang-

ing from perspective cameras to many order-one cameras

suitable for practical applications.
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[47] studies linear congruences to model ray arrange-

ments of generalized cameras [44, 46, 52]. It characterizes

order-one congruences and together with its follow-up pa-

per [53] introduces “photographic camera” projection maps

that are rational. They study special two-slit cameras but

do not relate the congruences and maps to RS cameras. We

extend [47, 53] to real problems arising with RS cameras.

1.3. Concepts used in the main paper

We work with cameras that take pictures of points in projec-

tive 3-space P
3 and produce points in the projective image

plane P
2. We often identify planes Σ in P

3 with points Σ∨

in the dual space (P3)∗. The Grassmannian Gr(1,P3) is

the set of lines in P
3. For a line L ∈ Gr(1,P3), we write

L∨ ⊂ (P3)∗ for its dual line. The span of projective sub-

spaces X and Y is denoted by X ∨Y . An algebraic variety

is a solution set of polynomial equations. The Zariski clo-

sure of a set is the smallest algebraic variety containing the

set. The degree of an algebraic curve C in P
3 is the number

of complex points in its intersection with a generic plane.

We indicate rational functions, that are possibly not defined

everywhere, via dashed arrows 99K. A birational map is

a rational function that is bijective onto its image almost

everywhere (i.e., outside of a proper subvariety of the do-

main). Additional concepts, definitions, lemmas, and the

proofs are included in SM.

2. Rolling shutter camera model

An RS camera is defined by moving a perspective camera

with center C and projection plane Π in the space P
3 while

scanning the projection plane Π along a pencil R of (paral-

lel) lines. The lines in this pencil are called rolling image

lines. They capture the geometry of the rolling shutter ef-

fect. In applications, C, Π and lines r ∈ R are functions

of time. However, typically, R is in one-to-one correspon-

dence with a time interval. Thus, we use r to parameterize

the camera motion and write C(r) and Π(r).

Figure 2. Overview of RS notation.

Each rolling line r ∈ R generates a rolling plane Σ(r)
that is the preimage of r for the perspective camera with

center C(r) and projection plane Π(r). The points of

Σ(r) ⊂ P
3 are projected onto the rolling line r ⊂ P

2 along

the pencil L(r) of lines in Σ(r) that pass through the center

C(r). The union L =
⋃

r∈R
L(r) of all pencils L(r) forms

the set of rays of the RS camera; see Fig. 2.

To specify an RS camera model, we need to parameter-

ize the pencil R of rolling lines in Π and couple it with a

parameterization of the motion of the perspective camera in

P
3. We set the coordinate system in the plane P

2 so that

the rolling lines are parallel to the y-axis. The rolling-lines

pencil R is then parameterized by the bijective morphism

ρ : P1 → R, (1)

(v : t) 7→ (0 : 1 : 0) ∨ (v : 0 : t) ≡ (−t : 0 : v) ∈ (P2)∗.

Considering the calibrated scenario [21], the camera po-

sition and orientation are defined on the affine chart R
1

where t 6= 0. They are described by C( v
t
) ∈ R

3 and

R( v
t
) ∈ SO(3). This gives the corresponding projection

matrix P ( v
t
) := R( v

t
) [I3 | −C( v

t
)] ∈ R

3×4 that represents

a linear map P
3
99K P

2. Now, we can take the preimages of

the rolling lines in R and obtain rolling planes in P
3:

Σ∨ : R1 → (P3)∗, v
t
7→ Σ( v

t
)∨ = (1 : 0 : − v

t
)·P ( v

t
). (2)

Now the set L of camera rays is determined: it is the union

of the pencils L( v
t
) := {L ∈ Gr(1,P3) | C( v

t
) ∈ L ⊂

Σ( v
t
)}. A natural global parametrization of this union of

pencils is given by taking preimages of image points on r =
ρ( v

t
: 1) under the projection matrix P ( v

t
). To parameterize

the points on r, we intersect r with another conveniently

chosen set of lines, reflecting pixels on images. For that, we

make the standard choice, using lines parallel to the x-axis:

ν : P1 → (P2)∗, (3)

(u : s) 7→ (1 : 0 : 0) ∨ (0 : u : s) ≡ (0 : −s : u) ∈ (P2)∗.

An image point on the rolling line r = ρ(v : t) is obtained

by intersecting r with the line ν(u : s), which is captured

by the birational map

ϕ : P1×P
1
99K P

2, ((v : t), (u : s)) 7→ (sv : ut : st). (4)

This map is not defined at the point ((1 : 0), (1 : 0)), where

both lines ρ(1 : 0) and ν(1 : 0) equal the line at infinity.

We obtain all camera rays in L by taking the preimages in

P
3 of the image points with affine coordinates (u

s
, v
t
) under

the projection matrix P ( v
t
) (see Sec. 9.1 for a derivation):

Λ : R1 × R
1 → Gr(1,P3), (5)

( v
t
, u
s
) 7→

[

I3
−C( v

t
)>

]



R( v
t
)>





v
t
u
s

1









×

[I3 | −C( v
t
)].

Here, given a vector V ∈ R
3, we write [V ]× for the skew-

symmetric 3 × 3 matrix that represents the linear map that

takes the cross product with V . Then, Λ( v
t
, u
s
) is a skew-

symmetric 4 × 4 matrix whose entries are the dual Plücker
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coordinates of the camera ray that the camera maps to the

image point ( v
t
, u
s
), i.e., the (i, j)-th entry of Λ( v

t
, u
s
) is the

determinant of the submatrix with columns (i, j) of the 2×4
matrix whose two rows are (0 : 1 : −u

s
) ·P ( v

t
) and Σ( v

t
)∨.

The set L of all camera rays captures most of the es-

sential geometry of the camera, while its parametrization Λ
describes the concrete imaging process onto an actual pic-

ture plane [48]. Note that we used the term ‘camera rays’

for lines through the camera center, and not for actual rays

in the sense of half-lines. This a good model for RS cam-

eras with a view of less than 180 degrees. For more general

modeling, we’d have to consider half-lines with orientation.

Remark 1. G := {[R t
0 α ] | R ∈ SO(3), t ∈ R

3, α ∈ R \
{0}} is the scaled special Euclidean group on R

3. It acts

on the space of RS cameras. For a camera given by the

projection-matrix map P : R1 → R
3×4, v

t
7→ P ( v

t
) and a

group element g ∈ G, the action is defined via

g.P :=
(

R
1 → R

3×4, v
t
7→ P ( v

t
) · g

)

. (6)

When acting simultaneously on cameras and the world

points X ∈ P
3 via g.X := g−1 · X , the imaging process

stays invariant. Indeed, writing g.Λ for the map (5) associ-

ated with the transformed projection g.P = g.(R[I3|−C]),
we have that the line (g.Λ)( v

t
, u
s
) is the image of the line

Λ( v
t
, u
s
) under the G-action on P

3. This means that 3D re-

construction using our camera model is only possible up to

a proper rigid motion and a non-zero scale, when we do not

fix any RS camera’s scale (e.g., by knowing ray distances).

3. Order-one cameras

In this article, we analyze RS cameras that see a generic

(i.e., sufficiently random) point in 3-space exactly once, i.e.,

a generic space point appears exactly once on the image

plane P2. For that to happen, two conditions need to be sat-

isfied: 1) For a generic point in P
3, there has to be a unique

camera ray in L passing through it. 2) The camera ray has

to correspond to a unique point on the image plane via the

map Λ. We classify all RS cameras satisfying those condi-

tions, where we additionally impose the imaging process to

be algebraic, i.e., we require Λ to be a rational map.

The rationality of the map Λ implies that both the rolling

planes map Σ and the center-movement map C : R1 → R
3

are rational (Lemma 24). In that case, the center locus C,

i.e., the Zariski closure in P
3 of the image of C, is either a

point or a rational curve. Moreover, the Zariski closure L of

the set L of camera rays inside the Grassmannian Gr(1,P3)
is a surface (or a one-dimensional pencil in the degener-

ate case when the center locus C is a single point and all

rolling planes are equal); see Lemma 25. Such a surface in

Gr(1,P3) is classically called a line congruence [28]. An

important invariance of such a congruence is its order. The

order is the number of lines on the congruence that pass

through a generic space point. Hence, we are interested in

RS cameras whose associated congruence L has order one.

Definition 2. We say that a RS camera has order one if its

associated congruence L has order one and its parametriza-

tion Λ is birational; in other words, if it projects a generic

point in space to exactly one image point via a rational map.

We shortly write RS1 camera for a RS camera of order one.

For RS1 cameras, the image projection is a rational func-

tion Φ : P3
99K P

2, which we can explicitly describe as fol-

lows: The congruence L has order one if and only if there is

a map Γ : P3
99K L from (a Zariski dense subset of) P3 to

the camera rays that assigns to a visible point X the unique

ray that sees it. The map Λ is birational if and only if it

is rational and (almost everywhere) invertible, which means

that the camera ray Γ(X) corresponds to the unique image

point Λ−1(Γ(X)). The inverse map Λ−1 is rational as well.

Thus, using the embedding R
1 × R

1 ⊂ P
1 × P

1, taking a

picture of a generic space point X ∈ P
3 is the rational map

Φ : P3
99K P

2, X 7−→ ϕ(Λ−1(Γ(X))). (7)

Example 3. A familiar RS1 camera is the static pinhole

camera. Its congruence L consists of all lines passing

through the fixed camera center C. The map Γ assigns to

each space point X 6= C the camera ray spanned by C and

X . That ray intersects the static projection plane Π ∼= P
2 in

the unique point Φ(X).

Theorem 4. Consider a RS camera whose congruence-

parametrization map Λ is rational. The camera has order

one if and only if the intersection of all rolling planes Σ( v
t
)

is a line K, the rolling planes map Σ is birational, and its

center locus C is one of the following:

I. C is a rational curve & meets K in deg C−1 many points,

II. or C = K,

III. or C is a point on K.

Remark 5. In type I, the points in the intersection C ∩ K
are counted with multiplicity. Also, the maps Σ and C
determine each other: Whenever C( v

t
) /∈ K, we have

Σ( v
t
) = K ∨ C( v

t
). Conversely, every rolling plane Σ( v

t
)

meets C in deg C many points (counted with multiplicity),

out of which all but one lie on the line K. The remaining

point is C( v
t
). In particular, since Σ is birational, so is C.

4. Building RS1 cameras

Theorem 4 is constructive, meaning that we can use it to

build – in theory – all RS1 cameras. In the following, we

describe the spaces of all RS1 cameras of types I, II, and III

(see Sec. 10). We start with type I. For that, we consider

Hd := {(C,K) | C⊂P
3 rational curve of degree d,

K⊂P
3 line, #(K ∩ C) = d− 1},

(8)
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where # counts with multiplicities. We can explicitly pick

elements in this parameter space as follows: Choose a line

K. Rotate and translate until K becomes the z-axis K ′ :=
(0:0 :1 :0)∨(0 :0 :0 :1). Every curve C′ with (C′,K ′) ∈ Hd

is parametrized by P
1
99K P

3, (v : t) 7→ (vf(v : t) : tf(v :
t) : g(v : t) : h(v : t)), where f, g, h are homogeneous

polynomials of degree d − 1, d, d [48, Eqn. (18)]. Reverse

the translation and rotation to obtain (C,K) ∈ Hd.

Picking elements in Hd allows us to parametrize all

RS1 cameras of type I. For that, let H∞ be the plane at

infinity (0 : 0 : 0 : 1)∨ ⊆ P
3. We denote the intersec-

tion of a variety V ⊆ P
3 with H∞ by V∞. For a map

Σ∨:P1
99K(P3)∗, we define Σ∨

∞(v : t) ∈ (H∞)∗ as the pro-

jection of Σ∨(v : t) to (H∞)∗. In the primal P3, this is the

line in the intersection of the planes Σ(v : t) and H∞. For

vectors A,B, we write A ·B for the bilinear form
∑

i AiBi.

Proposition 6. The RS1 cameras of type I are in 4-to-1 cor-
respondence with the parameter space

PI,d,δ := {(K, C,Σ∨

∞, λ) | (C,K) ∈ Hd,

C∞ 6= C, K∞ 6= K, λ : P1
99K K, deg(λ) = δ,

Σ∨

∞ : P1
99K (K∞)∨, (v : t) 7→ Av +Bt for some

A,B with A ·B = 0 and A ·A = B ·B}.

(9)

The dimension of this space is dimPI,d,δ = 3d+ 2δ + 7.

Each element (K, C,Σ∨
∞, λ) in PI,d,δ corresponds to

four RS1 cameras as follows (see Fig. 3): The rolling planes

map Σ of the cameras can be read off from the the map

Σ∨
∞ since each rolling plane Σ(v : t) is the span of the

line Σ∞(v : t) with K. By Remark 5, the map Σ deter-

mines uniquely the parametrization C of the curve C, i.e.,

the movement of the camera center. The camera rotation

map R : R → SO(3) is fixed as follows: For x ∈ R, R(x)
has three degrees of freedom. The first two are accounted

for by the rolling plane Σ(x). Here, we have to choose an

orientation / sign of the normal vector of the plane Σ(x),
since this is not encoded in the projective map Σ. Finally,

the map λ : P1
99K K chooses the unique point λ(x) on K

that the projection matrix P (x) maps to (0 : 1 : 0), the inter-

section point of all rolling lines. Thus, λ(x) fixes the third

degree of freedom of R(x), but its sign gives us again two

choices. In summary, the two choices of orientation, that on

Σ and that on λ, give us 4 rotation maps R : R → SO(3).

Remark 7. For every line, conic, or non-planar rational

curve C of degree at most five, there is a RS1 camera mov-

ing along C. For a generic rational curve of degree at least

six, there is no such camera.

Proposition 8. The RS1 cameras of type II are in 4-to-1
correspondence with

PII,d,δ := {(K,C,Σ∨

∞, h, p) | K ∈ Gr(1,P3),

K
∞ 6= K, C : P1

99K K, deg(C) = d,

Σ∨

∞ : P1
99K (K∞)∨, (v : t) 7→ Av +Bt for some

A,B with A·B = 0 & A·A = B ·B,

(h, p) ∈ P(R[v, t]δ × R[v, t]δ+d+1)}.

(10)

RS1 cameras of type III are the special case when d = 0 and

the image of the constant map C is not at infinity. Moreover,

dimPII,d,δ = 3d+ 2δ + 8.

An element (K,C,Σ∨
∞, h, p) in PII,d,δ gives rise to 4

RS1 cameras as follows: C describes the movement of the

camera center. As above, the map Σ∨
∞ determines the

rolling planes map Σ, which fixes (up to orientation) 2 de-

grees of freedom of each rotation R(x) for x ∈ R. To fix

the 3rd degree, we assume (by rotating and translating) that

K is the z-axis. Then, C = (0 : 0 : C3 : C0), where C3, C0

are homogeneous of degree d, and Σ∨ = (Σ1 : Σ2 : 0 : 0)
with Σ1,Σ2 homogeneous linear. The polynomials h, p de-

fine a map ξ : P
1
99K Gr(1,P3) in Plücker coordinates:

(0 : −hΣ2C3 : −hΣ2C0 : hΣ1C3 : hΣ1C0 : p)
1. This map

satisfies C(v : t) ∈ ξ(v : t) ⊆ Σ(v : t) for all (v : t) ∈ P
1

(see Lemma 38). It chooses the unique camera ray ξ(x) that

the projection matrix P (x) maps to (0 :1 :0). So, up to sign,

ξ(x) fixes R(x). The two choices of orientation, that on Σ
and that on ξ, give us 4 rotation maps R : R → SO(3).

4.1. Constant rotation

In the special case that cameras do not rotate, we can

more easily check whether the order is 1. In fact, the

center-movement map C is rational iff Λ is rational (see

(5) and Lemma 24), and the condition that all rolling planes

meet in a line implies all other conditions in Theorem 4.

Proposition 9. A RS camera with constant rotation and ra-

tional center movement has order one if and only if the in-

tersection of all its rolling planes is a line.

We denote the three rows of the constant rotation matrix

R ∈ SO(3) by w1, w2, w3. Then, we can write the rolling

planes map (2) as Σ : (v : t) 7→ (w2 : 0) ∨ (vw1 + tw3 :
0) ∨ C(v : t). In particular, all rolling planes go through

the point (w2 : 0). When the intersection of the rolling

planes is a line K, then (w2 : 0) is the unique point of

intersection of K with the plane at infinity. (Otherwise, if K
were contained in that plane, then all rolling planes would

be equal to that plane.) In particular, the line K determines

the second row of R (up to sign) and the remaining rows of

R determine the rolling planes map as

Σ : (v : t) 7→ K ∨ (vw1 + tw3 : 0). (11)

So, for constant rotation, the spaces of RS1 cameras are

PI,d := {(R,K, C) | R ∈ SO(3) with 2nd row w2,

K ∈ Gr(1,P3), K∞ = (w2 : 0), (C,K) ∈ Hd},
(12)

PII,d :={(R,K,C) | R ∈ SO(3) with 2nd row w2, (13)

K ∈ Gr(1,P3), K∞=(w2 :0), C : P1
99KK, deg(C) = d}

and PII,0 (with im(C) 6= K∞) is the space of static pinhole

cameras; note dimPI,d = 3d+ 6 and dimPII,d = 2d+ 6.

1The Plücker coordinates (p12 : p13 : p10 : p23 : p20 : p30) of the line

spanned by (a1 :a2 :a3 :a0) and (b1 :b2 :b3 :b0) are pij = aibj − ajbi.
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H∞

C

K

K∞

A

B

C(0 : 1) Σ(0 : 1)

Figure 3. Illustration of P1,3,δ: E.g., the rolling plane Σ(0 : 1)
meets the infinity plane H∞ at a line with normal vector B.

4.2. Moving along a line with constant speed

In many applications, where the camera moves along a line,
it moves with approximately constant speed. Projectively,
this means that the parameterization C of the line C is bi-
rational with C(1 : 0) = C∞. In the case of RS1 cameras
of type I, this means that Σ(1 : 0) = K ∨ C∞ is already
determined by K and C, and cannot be freely chosen. Thus,
the space of such RS1 cameras is

Pcs
I,1,δ := {(K, C,Σ∨

∞, λ) | K, C ∈ Gr(1,P3),
C∞ 6= C, K∞ 6= K, K ∩ C = ∅,

Σ∨

∞ : P1
99K (K∞)∨, (v : t) 7→ Av +Bt, where

A=(K∞∨C∞)∨, A ·B = 0, A ·A = B ·B,

λ : P1
99K K, deg(λ) = δ}

(14)

The dimension of this space is one less than the
space PI,1,δ without the constant-speed assumption, i.e.,
dimPcs

I,1,δ = 2δ + 9, as the birational map Σ∨
∞ is already

prescribed. In fact, over R, there are two such maps since
the coefficient vector B can be scaled by −1. Similarly, the
space of constant-speed RS1 cameras of type II is

Pcs
II,1,δ :={(K,C,Σ∨

∞, h, p) | K∈Gr(1,P3),K∞ 6=K,

C : P1
99K K birational, C(1 :0)=K

∞
,

Σ∞ : P1
99K (K∞)∨, (v : t) 7→ Av +Bt for some

A,B with A ·B = 0, A ·A = B ·B,

(h, p) ∈ P(R[v, t]δ × R[v, t]δ+2)}

(15)

and has dimension dimPcs
II,1,δ = 2δ + 10.

4.3. Linear RS1 cameras

As in [12], we call a RS camera that does not rotate and
moves along a line with constant speed a linear RS camera.
We describe such cameras of order one. Since, in type I,
constant speed means Σ(1 : 0) = K∨C∞, (11) implies that
the point C∞ has to lie on the line in the infinity plane that
is spanned by the first two 2 of the fixed rotation matrix R:

Pcs
I,1 := {(R,K, C) | R =

[

w1
w2
w3

]

∈ SO(3),

K ∈ Gr(1,P3), K∞ = (w2 : 0), C ∈ Gr(1,P3),
K ∩ C = ∅, C∞ ∈ (w1 : 0) ∨ (w2 : 0)}.

(16)

Since the rotation is constant, the embedded projection

plane Π(v : t) of the camera is only affected by parallel

translation. It stays always parallel to the plane spanned by

w1, w2 and the origin in R
3. Projectively, this means that

Π(v : t)∞ = (w1 : 0)∨(w2 : 0) for all (v : t) ∈ P
1. Hence,

the last condition in the definition of Pcs
I,1 means that the line

C has to be parallel to the projection plane Π. In particular,

the projection plane does not change at all over time.
For linear RS1 cameras of type II, we have analogously

Pcs
II,1 := {(R,K,C) | R∈SO(3) with 2nd row w2,

K ∈ Gr(1,P3), K∞ = (w2 : 0),

C : P1
99K K birational, C(1 : 0) = K

∞}.

(17)

The dimensions of these spaces are dimPcs
I,1 = 3+2+3 =

8 and dimPcs
II,1 = 3+2+2 = 7. By the following proposi-

tion, we can put Pcs
I,1 and Pcs

II,1 into a joint parameter space.

Proposition 10. A linear RS camera (i.e., that moves with

constant speed along a line C ⊆ P
3 and does not rotate) has

order one if and only if the line C is parallel to the projection

plane Π. If C is parallel to the rolling-shutter lines on Π,

then the RS1 camera is of type II. Otherwise, it is of type I.

The joint parameter space is

Pcs
1 := {(R, C, C) | R =

[

w1
w2
w3

]

∈ SO(3),

C ∈ Gr(1,P3), C 6= C∞ ∈ (w1 : 0) ∨ (w2 : 0),

C : P1
99K C birational, C(1 : 0) = C∞}.

(18)

The parameters with C∞ = (w2 : 0) correspond to type-II

cameras; the others to type-I cameras.

Remark 11. A linear RS camera whose center moves on a

line that is not parallel to the projection plane has order two.

5. The image of a line

RS1 cameras view 3D points exactly once. So their image

of a 3D line is an irreducible curve. However, that curve is

typically not a line. The degree of that image curve is the

degree of the picture-taking map Φ in (7).

Theorem 12. The degree of Φ for a general RS1 camera in
the parameter spaces described above is
PI,d,δ Pcs

I,1,δ PII,d,δ Pcs
II,1,δ PI,d Pcs

I,1 PII,d Pcs
II,1

2d+δ+1 δ + 3 2d+δ+2 δ + 4 d+ 1 2 d+ 1 2

The image curve of a line under an RS1 camera is not an

arbitrary rational curve of the degree as prescribed in Theo-

rem 12. In fact, they have a single singularity at the image

point where all rolling lines meet.

Proposition 13. Consider an RS1 camera. For a general

line L, its image Φ(L) is a curve of degree deg(Φ) with

multiplicity deg(Φ)− 1 at the point (0 : 1 : 0).

6. Minimal problems of linear RS1 cameras

The linear RS1 cameras are classified in Proposition 10.

This section classifies the minimal problems of structure-

from-motion (SfM) from linear RS1 cameras that observe

points, lines, and their incidences. In this setting, SfM is

the following 3D reconstruction problem:
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210012021 210021011 210030001 221001011 221010001 230000221 230001111

496 2720∗ 8144∗ 28 128 60 320

230001121

230002011 230002021 230010111 230011011 230020001 241000001

104

688 148 592 3600∗ 12315∗ 48

250000111 250001011

250010001 270000001 232000000 261000000 290000000 320002011 320002021 320010111

330010001 331000001 341000001 410020001 430001011 450000000 540000001

152 320

560 140 84 288 364 21440∗ 1272 34370∗

45042+ 160 2584∗ 1627967+ 122934+ 45787+ 22934+

Figure 4. Illustration of all minimal problems as lines and points in P
3. Each problem is

encoded by 9 integers: The number m of cameras, followed by its combinatorial signature

(see Definition 42 ff.) with p∞ at the end. Points on dashed lines are known to be collinear

in P
3, but the image conics are not observed. Lower bounds for the degrees are shown below

the sketches, see Remark 49. “∗”: the maximum from different computational runs is shown

(the actual number is close to the number shown). “+”: interrupted runs (the actual number is

higher than the number shown).

(a)

(b)

(c)

Figure 5. (a) Example 21, (b) Exam-

ple 22, (c) Example 23. The camera

center C (cyan) moves along a twisted

cubic curve C. The rolling planes Σ
(black) intersect in a line K (magenta).

See Sec. 11 for more details.

Problem 14. We have pictures Y1, . . . , Ym of a finite set

X of points and lines in space. The points and lines in X
satisfy some prescribed incidences. Each picture was taken

by a linear RS1 camera. Find the set X and the camera

parameters that produced the pictures.

Let Pm be the set of all m-tuples of camera parameters.

We can take Pm = (Pcs
1 )m, where the latter parameter

space is defined in (18). We consider point-line arrange-

ments in 3-space consisting of p points and ` lines whose

incidences are encoded by an index set I ⊂ [p] × [`]. That

(i, j) ∈ I means that the i-th point is contained in the j-th

line. We model intersecting lines by requiring their intersec-

tion point to be one of the p points. We write X = X(p, `, I)
for the variety of all p-tuples of points and `-tuples of lines

in space that satisfy the incidences prescribed by I.

By Theorem 12, a general linear RS1 camera maps a

general line in space to an image conic. The next lemma

explains that the line at infinity on the image plane inter-

sects each image conic at two points: one is (0 : 1 : 0), the

other depends only on the camera parameters.

Lemma 15. Let (R, C, C) ∈ Pcs
1 be of type I and (a : b : 0)

be such that C∞ = (a : b : 0) · R. Consider the associated

picture-taking map Φ: P3
99K P

2 and a line L ⊂ P
3. Then:

• either Φ(L) is a conic through (0 : 1 : 0) and (a : b : 0),
• or Φ(L) is the line through (0 : 1 : 0) and (a : b : 0).

Hence, the camera maps a general point-line arrange-

ment in X to an arrangement in the image plane consisting

of p points and ` conics that satisfy the incidences I and

such that all conics pass through the same two points at in-

finity, one of them being (0 : 1 : 0). We write Y(p, `, I) for

the variety of all such planar point-conic arrangements.

Note that, as soon as such an arrangement contains at

least one conic, the point (a : b : 0) from Lemma 15 is

known. It can be obtained from intersecting the conic with

the line at infinity. If however only image points have been

observed, then the point (a : b : 0) is a priori unknown. But

we might have an oracle that has additional knowledge of

camera parameters and provides us with that special point.

Thus, we want to allow the possible knowledge of the point

(a : b : 0) for each involved camera, without necessarily

observing any image conics. We set the boolean value p∞ ∈
{1, 0} according to whether we assume knowledge of the

point (a : b : 0) or not. We write Y = Y(p, `, I, p∞) for the

variety of all planar point-conic arrangements in Y(p, `, I)
plus the point (a : b : 0) if p∞ = 1.

Problem 14 asks to compute the preimage of such a pla-

nar arrangement y ∈ Y under the rational joint-camera map

Pm × X 99K Y . The scaled special Euclidean group G
from Remark 1 acts on the preimages of that map, so we

rather consider the quotient on the domain and let Φ(m) =
Φ(m)(p, `, I) be the map

Φ(m) : (Pm × X)/G 99K Y. (19)

Definition 16. The Reconstruction Problem 14 is minimal

if its solution set is non-empty and finite for generic in-

put pictures. In that case, the number of complex solutions

given a generic input is the degree of the minimal problem.
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Theorem 17. There are exactly 31 minimal problems for

SfM with linear RS1 cameras fully observing point-line ar-

rangements, where either all or no given views know the

special point (a :b :0). They are shown in Fig. 4.

7. Straight-Cayley cameras

In [7], the Straight-Cayley RS model with a constant speed

translation in the camera coordinate system βu and Cayley

rotation parameterization was used to set up a tractable min-

imal problem of RS absolute pose camera computation:

λ[u v 1]> = R ((u− u0)Oδ) Xδ + Tβu
+ (u− u0)Vβu

R(c) =
1

d

[

1+c21−c22−c23 2 (c1c2−c3) 2 (c1c3+c2)

2 (c1c2+c3) 1−c21+c22−c23 2 (c2c3−c1)

2 (c1c3−c2) 2 (c2c3+c1) 1−c21−c22+c23

]

(20)

d = 1 + c21 + c22 + c23

Here, we have depth λ ∈ R, image coordinates u, v ∈ R,

the offset u0 ∈ R, a rotation axis Oδ ∈ R
3 in the world

coordinate system δ, a 3D point Xδ ∈ R
3, a camera center

Tβu
∈ R

3 for u = u0 in the cameras coordinate system βu,

and a translation direction vector Vβu
∈ R

3. The translation

velocity is given by ‖Vδ‖ = ‖Vβu
‖. The rotation angle

θ of R ((u− u0)Oδ) around the axis o is determined by

(u−u0)‖Oδ‖ = tan(θ/2). Thus, for small angles, θ ' (u−
u0)‖Oδ‖/2, and ‖Oδ‖/2 approximates the angular velocity

of the rotation. We now show how the camera center moves

in the world coordinate system δ. We can write

λ[u v 1]> = R((u− u0)Oδ) · (21)
(

Xδ −R((u− u0)Oδ)
>
(−Tβu

− (u− u0)Vβu
)
)

,

so the camera center in the world coordinate system δ is

Cδ(u) = −R((u− u0)Oδ)
>
(Tβu

+ (u− u0)Vβu
) . (22)

Proposition 18. For generic choices of the parameters

Oδ, Tβu
, Vβu

, the curve C parametrized by Cδ is a twisted

cubic curve and the RS camera has order four.

We are interested in understanding when such a camera

has order one and falls into the setting of this paper. Recall

that a necessary condition for order one is that all rolling

planes intersect in a line.

Theorem 19. All rolling planes intersect in a line if

and only if the parameters Oδ = (o1, o2, o3), Tβu
=

(t1, t2, t3), Vβu
= (v1, v2, v3) satisfy one of the following:

1. v3 = 0, o3 = 0, and o2 = −1; or

2. v3 = 0, o1 = 0, and o22 + o23 + o2 = 0; or

3. v3 = 0, v1 = t3, t1 = 0, o1 = 0, and o3 = 0.

In each case, the camera-center curve C is generically still

a twisted cubic curve. In the first two cases, the RS cam-

era has order one. In the third case, the RS camera has

generically order three, and its order is one if and only if

the parameters also satisfy the conditions in either 1. or 2.

Thus, the first 2 cases of Thm. 19 describe all RS1 cameras.

Proposition 20. For both cases of RS1 cameras, the

picture-taking map Φ is generically of degree four: it maps

generic lines in space to quartic image curves.

Example 21 (Oδ=(1,−1, 0), Tβu
=(0, 0, 1), Vβu

=(0, 1, 0)).
This is an example of case 1 in Theorem 19. The cam-
era center moves on the twisted cubic curve defined by
X1X3 − X2X3 + X2X0 = 2X2

2 + X2
3 + X3X0 =

2X1X2 + X2
3 − X2

0 = 0. The line K, which is the
intersection of all rolling planes, is defined by X1 = 0 and
X3 = X0. It intersects the twisted cubic C at two complex
conjugated points. The picture-taking map Φ : P3

99K P
2

sends (X1 : X2 : X3 : X0) to






−2X2
1
X2X3 − X1X

3
3

+ 2X2
1
X2X0 + X1X

2
3
X0 + X1X3X

2
0

− X1X
3
0

−2X3
1
X3−2X1X

3
3
+X2X

3
3
+3X1X

2
3
X0−3X2X

2
3
X0+3X2X3X

2
0
−X1X

3
0
−X2X

3
0

2X1X2X
2
3

+ X
4
3

− 4X1X2X3X0 − 2X3
3
X0 + 2X1X2X

2
0

+ 2X3X
3
0

− X
4
0






.

Example 22 (Oδ=(0,− 1
2 ,

1
2 ), Tβu

=(0, 0, 1), Vβu
=(0, 1, 0)).

This is an example of case 2 in Theorem 19. The
camera center moves on the twisted cubic curve de-
fined by X1X2 − X1X3 − X1X0 + 2X3X0 + 2X2

0 =
X2

1 + 2X2X3 + 2X2X0 − 2X3X0 − 2X2
0 =

X2
2 −X2X3 −X1X0 − 2X2X0 +X3X0 +X2

0 = 0. The
line K, the intersection of all rolling planes, is defined by
X1 = 0, X2 = X0. It meets the twisted cubic C at the
points (0 : 0 : 1 : 0) and (0 : 1 : −1 : 1). The picture-taking

map Φ : P3
99K P

2 sends (X1 : X2 : X3 : 1) to











−X
3
1
X2−2X1X

2
2
X3+X

3
1
−2X1X

2
2
+4X1X2X3+4X1X2−2X1X3−2X1

2X2
1
X

2
2
+2X4

2
−X

2
1
X2X3−X

3
1
−4X2

1
X2−2X1X

2
2
−

−6X3
2
+X

2
1
X3+2X2

1
+4X1X2+6X2

2
−2X1−2X2

X
2
1
X

2
2
+2X3

2
X3−2X2

1
X2+2X3

2
−6X2

2
X3+X

2
1
−6X2

2
+6X2X3+6X2−2X3−2











.

Example 23 (Oδ=(0, 1, 0), Tβu
=(0, 0, 1), Vβu

=(1, 1, 0)).
This is an example of case 3 in Theorem 19. The cam-

era center moves on the twisted cubic curve defined by

X2X3+X1X0−2X2X0 = X1X2+X2
2 −X3X0−X2

0 =
X2

1 −X2
2 +X2

3 −X2
0 = 0. The line K, which is the

intersection of all rolling planes, is defined by X1 = 0 and

X3 = 0. It does not meet the twisted cubic curve C.

8. Conclusion

We provided a new model of RS cameras and characterized
RS1 cameras whose picture-taking process is encoded
in a rational map. We described parameter spaces of
RS1 cameras and how images of lines taken by such cam-
eras look. We classified all point-line minimal problems
for linear RS1 cameras and discovered new problems with
few solutions and image features. In future work, we plan
to implement and test the practicality of those new minimal
solvers. For the found minimal problems with higher
degrees, we plan to investigate whether they decompose
into smaller problems via monodromy groups [13]. We
further plan to classify the minimal relative pose problems
for the Straight-Cayley RS model to exhibit whether
this model is not only practical for absolute, but also
relative pose. Finally, we will analyze higher-order cam-
eras and the affect of the order on relative pose problems.
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Wallis, Zuzana Kukelova, and Tomás Pajdla. Beyond grob-

ner bases: Basis selection for minimal solvers. In 2018

IEEE Conference on Computer Vision and Pattern Recog-

nition, CVPR 2018, Salt Lake City, UT, USA, June 18-

22, 2018, pages 3945–3954. Computer Vision Foundation /

IEEE Computer Society, 2018. 2

[36] Patrick Le Barz. Formules pour les espaces multisécants aux
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