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Figure 1. Original vs C3 (Ours). Compared to the original diffusion models, Our C3 consistently generates more creative images with no
added computational cost. Code is available at https://github.com/daheekwon/C3.

Abstract

Recent text-to-image generative models, particularly Sta-
ble Diffusion and its distilled variants, have achieved im-
pressive fidelity and strong text-image alignment. However,
their creative capability remains constrained, as includ-
ing ‘creative’ in prompts seldom yields the desired results.
This paper introduces C3 (Creative Concept Catalyst), a
training-free approach designed to enhance creativity in
Stable Diffusion-based models. C3 selectively amplifies fea-
tures during the denoising process to foster more creative
outputs. We offer practical guidelines for choosing amplifi-
cation factors based on two main aspects of creativity. C3
is the first study to enhance creativity in diffusion models
without extensive computational costs. We demonstrate its
effectiveness across various Stable Diffusion-based models.

*Equally contributed.
†Corresponding authors.

1. Introduction

In recent years, the field of text-to-image generation has
witnessed remarkable progress, marked by the develop-
ment of models capable of producing high-fidelity images
that align closely with user-specified text prompts, enabling
applications across various fields, including art, entertain-
ment, design, and research [27, 29]. Notably, Stable Diffu-
sion [17, 20] and its distilled variants [12, 21] have emerged
as powerful tools, delivering impressive image quality and
semantic consistency. As the capabilities of these models
continue to expand, so too does the interest in exploring
the boundaries of their generative potential, particularly
concerning the generation of creative and novel content.
This practical pursuit of creativity in generative models has
raised critical questions: to what extent can these models
foster creativity, and how might we enhance their creative
capabilities in an efficient, user-friendly manner?

Despite their prowess, Stable Diffusion-based generative
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Figure 2. An overview of the proposed C3 algorithm. We selectively amplify the low-frequency feature of the shallow blocks to enhance
creative generations of the pretrained diffusion models.

models struggle to effectively produce creative images. As
Figure 1 and our user study in Table 2 illustrate, adding
the “creative” term to prompts often fails to yield satisfy-
ing creative variations, indicating limitations in the mod-
els’ creative flexibility. While generating creative outputs
is a crucial aspect of generative modeling, it remains rela-
tively underexplored. Existing frameworks that aim to im-
prove the novelty of images from diffusion-based mod-
els [13, 19, 25] typically rely on additional optimization
steps or user-defined reference images, making them com-
putationally expensive for scalable use.

To address this gap, we propose a simple yet effec-
tive training-free approach, C3 (Creative Concept Cata-
lyst), specifically designed to elevate the creative capabil-
ities of Stable Diffusion-based models. Inspired by pioneer-
ing work in feature manipulation [3, 6, 11, 23, 26], C3 pro-
motes the generation of creative visual concepts by directly
amplifying feature maps within the denoising process. In
this way, we can bypass the need for reference images. As
will be analyzed in this paper, we observe that different
blocks contribute variably to creativity-related image gener-
ation, with shallower blocks playing a more significant role
in producing novel visuals. Building on this insight, we am-
plify features at shallower blocks to promote more creative
outputs. However, consistent amplification of intermediate
features may cause unwanted noise. To address this, we
shift the intermediate features into the Fourier domain and
selectively manipulate the low-frequency components, ef-
fectively boosting creativity while minimizing noise. Also,
we offer practical guidelines for selecting appropriate am-
plification factors tailored to two core aspects of creativity.

To the best of our knowledge, this paper is the first to
propose a method for enhancing the creativity of diffusion
models without additional optimizing steps. We empirically

validate the efficacy of C3 across diverse objects and Sta-
ble Diffusion-based models, demonstrating its impact and
utility in creative image generation.

2. Related Work

Research on achieving creative generations in generative
models has been continuously advancing. Based on GANs,
creative generations are encouraged by employing con-
trastive loss or diversity loss from existing categories or
samples [5, 16, 22]. Recent advances in generative model-
ing have aimed to balance creativity with diversity in image
generation, focusing on approaches that allow inspiration
from existing concepts without direct replication. ProCre-
ate [13], an energy-based approach, proposes guiding diffu-
sion model outputs away from reference images in the la-
tent space, thus improving diversity and concept fidelity in
few-shot settings. This method prevents training data repli-
cation and has enhanced sample creativity across various
artistic styles and categories. On the other hand, Inspira-
tion Tree [25] introduces a structured decomposition of con-
cepts, where a hierarchical tree structure captures differ-
ent visual aspects of a given concept. Adding to this line
of creative generative techniques, ConceptLab [19] lever-
ages a Vision-Language Model (VLM) with diffusion pri-
ors to further push the boundaries of novel concept gener-
ation within broad categories. By iteratively applying con-
straints that differentiate generated concepts from existing
category members, ConceptLab enhances the creation of
unique, never-before-seen concepts, enabling hybridization
and exploration within a given category. While these ap-
proaches represent advancements in generating creatively
inspired outputs, they require burdensome additional train-
ing or optimization. An overview of Stable Diffusion-based
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Figure 3. Block-wise feature amplification results. All frequency
bands are amplified.

models and feature map manipulation research is provided
in Appendix G.

3. Methodology
3.1. Motivation
Stable Diffusion models [17, 20] are widely adopted for
their efficient text-to-image generation capabilities, sup-
ported by openly accessible checkpoints. Their distilled
variants, Turbo [21] and Lightning [12] are optimized
specifically for faster sampling. They share a U-Net back-
bone with three down blocks, a middle block, and three up
blocks to generate latent noise. For users aiming to create
novel and creative images, a straightforward approach is
to include the word “creative” in the prompt. However, as
shown in Figure 1, this naive approach proves ineffective
across all models.

Our objective in this paper is to address these limita-
tions and enhance the creative generation capacity of Sta-
ble Diffusion-based models. Inspired by feature manipula-
tion methods, we amplify feature maps given a creativity-
specified text prompt. If not mentioned otherwise, we use
“a creative [obj]” for the text prompt. As depicted in Fig-
ure 3, our empirical analysis demonstrates that each block
contributes differently to creativity. Amplifying the first
and second blocks primarily induces color and structure
changes, while the third down block and middle block im-
pact attributes associated with texture and shape. In con-
trast, manipulating up blocks mainly affects properties like
noise, blur, and contrast. These findings guide our ap-
proach: by focusing on the down and middle blocks, we aim
to enhance the generation of consistently creative images
through targeted feature manipulation.

3.2. Creative Concept Catalyst (C3)
Here, we introduce a simple yet effective method, C3 (Cre-
ative Concept Catalyst), designed to enhance creative image
generation without additional training steps. The method
overview is depicted in Figure 2.

At its core, C3 works by amplifying the internal feature
maps in three down blocks and a single middle block within
the U-Net. While uniformly amplifying all feature values
has the potential to make the image more creative, it of-
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Figure 4. (Top) Uniform amplification across all frequency-band
features in the first down block. (Bottom) Amplification of low-
frequency features. Enhancing only low-frequency features helps
eliminate noise and mosaic patterns.

ten introduces noise and a colorful tile pattern as side ef-
fects (See Figure 4-(Top)). We presume this mainly happens
due to the amplification of high-frequency details. In image
processing, it is well understood that low-frequency compo-
nents relate to the main content or objects in an image, while
high-frequency components capture finer details. Based on
this insight, we selectively amplify the low-frequency com-
ponents in the frequency domain.

Let xl denote the output feature maps of the l-th block,
and f(xl) = FFT(xl) represent the feature maps trans-
formed into the frequency domain. To isolate the low-
and high-frequency components, we apply a binarized low-
frequency mask ML with a specified cut-off threshold. The
cut-off threshold defines the range of low-frequency com-
ponents: a higher threshold creates a broader boundary for
low frequencies, allowing more extensive modifications in
the image, even affecting some finer details. A more de-
tailed analysis of the cut-off threshold, along with our em-
pirical guidelines, is provided in Appendix B. We obtain
the low-frequency component fL(xl) by multiplying the
low-frequency mask with the transformed features f(xl)
element-wise.

fL(xl) = f(xl)→ML (1)
fH(xl) = f(xl)→ (1↑ML) (2)

We amplify the obtained low-frequency components of the
feature maps with an amplification factor ω→

l
while preserv-

ing the high-frequency components. This technique effec-
tively produces a clear but more creatively enhanced ob-
ject without introducing noise, as illustrated in Figure 4-
(Bottom). The processed features x→

l
, transformed back into

the spatial domain using the inverse Fourier transform, then
serve as the input of the (l + 1)-th block in the U-Net.

f→(xl) = ω→
l
· fL(xl) + fH(xl) (3)

x→
l
= IFFT(f→(xl)) (4)
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Figure 5. The image generated with the automatically selected am-
plification factors for each block and the combined amplification
of all blocks.

3.3. Parameter Selection
When the amplification factor ωl is too small, the image
does not change, and when ωl is too large, the image di-
verges to an unrecognizable noise. Further, the proper am-
plification factor ωl varies for each block as the later blocks
are less sensitive to the change. Here, we propose an au-
tomatic way to find a proper amplification factor for each
block based on the core aspects of creativity.

Creativity is known to be recognized in two main as-
pects: usability and novelty [2, 14]. A creative sample
should not only be novel within the population but also meet
a certain standard of quality. In the image domain, usability
may consider both whether the content of the image can be
recognized as the target object and whether the image qual-
ity is satisfactory. For instance, while the images in the last
column of Figure 3 can be identified as the target objects,
the noise in the image diminishes their usability. An aes-
thetic score evaluates image quality based on human per-
ception, potentially considering factors such as color har-
mony, global layout, and the rule of thirds. On the other
hand, the CLIP score [7] calculates the similarity between
the image embedding and the text embedding in the same
space, evaluating how well the image aligns with the given
text prompt. We then define the usability score of an image
as follows,

Use(I) = Aesthetic(I) + CLIP (I, c) (5)

for a generated image I and the text prompt c. We use a pub-
licly available aesthetic score predictor1 trained on a large-
scale database for aesthetic visual analysis (AVA) [15].

Assessing the novelty of an image poses more significant
challenges, as it requires consideration of all potential out-
comes within the population. Rather than measuring nov-
elty directly, we rely on the intuition that novelty increases
monotonically with the amplification factor. We then search
for the maximum ωl under the usability constraint such that

1https : / / github . com / discus0434 / aesthetic -
predictor-v2-5

it maximizes novelty while maintaining an acceptable level
of quality.

ω→
l
= max ωi

l
for ωi

l
↓ !l, (6)

s.t., Use(I(ωi

l
)) ↔ ε · Use(I(ω0

l
)).

Here, I(ω) represents the image generated with ω
amount amplified feature and !l = {ωi

l
|1 = ω0

l
< ωi

l
<

ωi+1
l

< ... < ωn

l
= Kl}, where ω0

l
represents no ampli-

fication and Kl denotes the maximum amplification. The
usability bumper 0 ↗ ε ↗ 1 controls the trade-off between
usability and novelty—the larger ε results in higher fidelity
at the expense of novelty and vice versa. For the sake of
computational efficiency, we empirically assigned different
values for Kl to each block. Typically, we set K0 = K1 = 2
and K2 = K3 = 10. Amplification factors larger than these
values likely result in noisy images. Nevertheless, it is also
feasible to set K0 = K1 = ... = KL. When amplifying
multiple blocks simultaneously, the amplification factors
need additional scaling to maintain the image quality. Our
empirical findings indicate that the quality is maintained as
long as the sum of the scaling factors is preserved. By de-
fault, maintaining the sum to 1 for Turbo and 0.6 for the rest
of the models generally yields satisfactory results. The de-
tailed analysis of the scaling factors is in Appendix B. The
resulting images with feature amplification, using automati-
cally determined amplification factors for each block, along
with images amplified across all down and middle blocks,
are presented in Figure 5.

4. Experimental Results
4.1. Settings
This section evaluates whether the proposed C3 method can
generate sufficiently creative images across various Stable
Diffusion-based models and object types. We selected four
base models for this analysis: SDXL [17] and its distilled
versions, Lightning [12] (1-step and 4-step) and Turbo [21].
We also included ConceptLab [19] as another baseline. Like
our approach, ConceptLab generates creative images with-
out requiring reference images. It uses Kandinsky [18] as
the backbone architecture and incurs additional training
costs. Detailed descriptions of the various hyperparameter
settings are provided in Appendix A. Additionally, we pro-
vide an analysis of the step-wise effects of C3 at different
stages in Appendix B, while the default setting applies C3
across all denoising steps.

4.2. Quantitative Results
In this section, we quantitatively analyze the performance
of the proposed method across five distinct objects: chair,
building, garment, car, and teddy bear. We use 100 uncu-
rated images for each object. We categorize the evaluation
metrics into three groups: novelty, diversity, and usability.
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Model Method Novelty Diversity Usability
FID→ (↘) Precision→ (≃) Recall (↘) LPIPS (↘) Vendi (↘) CLIP (↘) BLIP (↘)

Lightning
(1-step)

Orig 123.95±44.94 0.89±0.08 0.69±0.24 0.26±0.10 5.31±1.83 0.27±0.02 0.97±0.04
Ours 163.01±58.01 0.65±0.20 0.79±0.11 0.34±0.07 6.24±2.15 0.27±0.01 0.89±0.06

Turbo Orig 146.43±54.48 0.87±0.06 0.27±0.17 0.22±0.06 3.54±1.31 0.27±0.02 1.00±0.00
Ours 164.07±55.47 0.51±0.21 0.68±0.18 0.36±0.09 4.93±1.76 0.27±0.02 0.95±0.06

Lightning
(4-step)

Orig 117.32±39.24 0.86±0.05 0.92±0.05 0.28±0.08 5.02±2.01 0.27±0.02 0.99±0.01
Ours 154.91±49.36 0.55±0.13 0.83±0.09 0.35±0.05 6.28±2.18 0.26±0.02 0.92±0.06

SDXL Orig 128.20±41.90 0.79±0.13 0.96±0.01 0.24±0.05 6.52±2.01 0.27±0.02 0.95±0.04
Ours 157.93±38.37 0.66±0.16 0.93±0.04 0.32±0.04 7.32±1.91 0.27±0.02 0.86±0.07

Real-to-Ref - 248.13±35.28 0.56±0.31 0.56±0.21 - - - -
ConceptLab - 251.27±61.29 0.65±0.20 0.64±0.18 0.37±0.02 8.41±1.26 0.25±0.02 0.32±0.30

Table 1. Quantitative results averaged over five objects. The Real-to-Ref row employs the prompt “a [ref-obj]” to generate reference fake
samples. FID→ and Precision→ scores are interpreted in opposition to their conventional usage, as our method aims to generate novel samples
distinct from the normal ones. Bold indicates the best for each metric.

FID computes the distributional similarity between real and
fake datasets. Precision and recall measure the proportion
of fake data within the real manifold and the proportion of
real data within the fake manifold, respectively. In place of
the real data, we use the images generated from SDXL with
the text prompt “a [obj]”.

Generally, a lower FID score indicates better perfor-
mance, and a higher precision is preferred. However, in this
study, we aim for outcomes that deviate from normal gen-
erations. Consequently, we interpret FID and precision in
the opposite manner, where a higher FID is considered bet-
ter, and a lower precision is favored. We establish reference
values for FID and precision to prevent misleading results,
which are computed on a separate set of samples gener-
ated with the prompt “a [ref-obj]”. The reference objects
are selected to belong to the same category as the target ob-
ject while being significantly distinguishable from it. The
used reference objects are sofa (⇐ chair), monument (⇐
building), scarf (⇐ garment), bus (⇐ car), and bunny doll
(⇐ teddy bear). Recall indicates how many modes are cov-
ered by the generated data, considering each real as each
mode. LPIPS measures the perceptual distance between two
images using image features extracted from a pre-trained
backbone. In our analysis, we measure the average LPIPS
between all pairs of generated images. The Vendi score
measures the Shannon entropy of the eigenvalues of the
similarity matrix between the generated images and can be
interpreted as the number of effective modes. For usability,
we use the CLIP score between the generated image and the
text prompt “a creative [obj]” used for the generation. The
BLIP score measures the portion of generated samples that
receive a ‘yes’ response from the BLIP VQA model when
asked, “Is this image [obj]?”

Table 1 summarizes the results. We average each score
across five objects. The scores for each object are listed in

Appendix C. For the novelty, both FID and Precision val-
ues are improved compared to the original outcomes. FID
of ConceptLab is larger than ours, however, it exceeds the
FID of the reference object, which means the result may be
regarded as a different object. Regarding diversity, our met-
rics have shown improvements in general. The recall values
for Lightning (4-step) and SDXL have experienced a slight
decline but remain at satisfactory levels. Conversely, Turbo
and Lightning have significantly enhanced recall scores,
particularly the Turbo model, which has been notably af-
fected by mode collapse. Considering the improvements of
our method in terms of novelty and diversity, the loss in us-
ability metrics is tolerable compared to ConceptLab.

4.3. Qualitative Results
We demonstrate the capacity of C3 to generate diverse cre-
ative concepts across multiple categories. Our results are
compared with those of the original Stable Diffusion-based
models and ConceptLab [19]. We generate 100 images for
each case, selecting three carefully curated examples for vi-
sualization in Figure 6. Uncurated versions can be found in
Appendix C. Each pair of images from the original models
and C3 shares the same random seed, enabling a direct com-
parison of the changes introduced by the proposed method.

Original models have difficulty producing creative im-
ages even with prompts like “a creative obj”. By incorporat-
ing our C3 method into these original models, we observe
a marked enhancement in their creative generation capabil-
ities. The images generated with our approach preserve the
core semantic meaning of the original object while adding
richer and more inventive elements. ConceptLab also gen-
erates distinct variations but often does so at the expense of
the original object’s semantic integrity. These results pro-
vide evidence of the considerable advancements achieved
with the C3 method, underscoring its effectiveness in en-
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Figure 6. Qualitative results of C3, in comparisons of original generations and ConceptLab. For each object, three images are curated from
100 generations from each model/method. For ConceptLab, we train 10 different individual concepts and generate using 10 random seeds
for each concept.

hancing the creative generation capabilities of the model.

4.4. User Study
We conducted a user study to evaluate the creativity of the
generated images based on human perception. Participants
were asked to respond to two questions for each instance,
assessing both usability and novelty. The user study was
conducted for the same five objects detailed in Section 4.2.
The results are summarized in Table 2. Compared to the
baseline models, our approach demonstrates improvements
in novelty for both models. Notably, the novelty score sur-
passes that of ConceptLab. Although there are decreases in
usability scores, these losses are smaller than the increases
in novelty scores. Furthermore, the usability scores of our

method are significantly higher compared to those of Con-
ceptLab. More detailed results and experimental settings
can be found in Appendix C.

5. Discussions
5.1. How C3 Enhances Creativity
“Creative” Ablation. We hypothesize that C3 only am-
plifies creativity when the prompt explicitly includes “cre-
ative.” Enlarging the latent boosts cross-attention values as-
sociated with the creative object, enhancing its generation.
To verify this, we ablate the “creative” in prompt and find
that its removal results in ordinary images without notice-
able artifacts (see Figure 7). The FID score even decreases,
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Model Method Usability Novelty

Lightning (1-step) Orig 4.62 2.65
Ours 4.19 ( 0.43) 4.12 ( 1.47)

Turbo Orig 4.49 3.08
Ours 4.14 ( 0.35) 3.79 ( 0.71)

ConceptLab - 2.97 3.65

Table 2. User study results averaged over five objects. ‘Usability’
evaluates whether the image accurately represents the specified
[obj], while ‘Novelty’ assesses the image’s uniqueness. Responses
are collected on a 5-point Likert scale.

indicating that C3 does not generate unexpected images
without “creative” in prompt.

A chair A creative chair

A building A creative building

SD
XL
-T
ur
bo

Figure 7. (Left) Images generated with and without “creative” in
prompts. (Right) Change in FID scores after applying C3.

Justification for C3. To further support our hypothesis, we
examine whether amplifying first-block features increases
the second-block cross-attention map of “[obj]” as “[obj]”
implies “creative [obj]” due to the self-attention in the text
encoder. The t-test results confirm a significant increase for
the cross-attention map of “[obj].” in both Turbo and Light-
ning model with p-value < e↑30. C3 amplifies only low-
frequency features, which clearly enhance creativity in con-
tents, as creativity driven by high-frequency features ap-
pears as colorful mosaics or noise (see Figure 4 in Sec.
3). Furthermore, we automatically select the amplification
factor based on the usability score to maintain generation
quality.

5.2. Types of Creativity
We investigated which aspects of creativity are enhanced in
images generated by the proposed method. This identifica-
tion was performed using a multi-modal LLM (GPT 4o [1])
to extract responses. The statistical findings, displayed in
Figure 8, reveal that images generated by our method, de-
picted in vivid colors, achieve significantly higher values
than those from the original model, shown in muted colors,
highlighting an overall increase in creativity. Furthermore,
we observe that different creative aspects are emphasized
for each object type. For example, in the case of a chair, cre-

ativity is enhanced primarily in the shape aspect, garments
in texture, and teddy bears in color. This observation sug-
gests that our model effectively identifies and emphasizes
suitable creative attributes for various objects, enhancing
the generated images accordingly.

Fr
eq

ue
nc

y

Types of Creativity

Figure 8. Types of creativity classified by GPT 4o for Lightning (1-
step) generations. Responses are multiple-choice, among ‘Shape’,
‘Texture’, and ‘Color’. 50 images are used for each method.

5.3. Use Cases
Integration with ControlNet [31]. To demonstrate the ver-
satility of C3, we integrate it with ControlNet, a widely rec-
ognized plugin adapter. As shown in Figure 9, this combina-
tion enables effortless generation of creative samples while
adhering to input constraints.

ControlNet + C3ControlNet + C3 Canny Edge Open Pose

A creative teddy bear

Figure 9. Combining C3 with ControlNet on SDXL.

Integration with SDXL Hyperparameters. We compare
the results of our method with the readily available hy-
perparameters of the SDXL model, specifically in terms
of classifier-free guidance (CFG) scale [8] and negative
prompts. CFG is a hyperparameter that regulates the blend
between the outputs of the given prompt and the negative
prompt. Higher CFG values are known to enhance text-
image alignment. However, we have observed that, in some
cases, there are only marginal improvements in creativity,
even with large CFG values. As illustrated in Figure 10,
increasing the CFG from the default setting of 5 to 30 or
using a negative prompt such as “normal teddy bear” leads
to minimal changes in creativity. In contrast, our method
enhances the default results without utilizing CFG or neg-
ative prompts. Notably, our method can also be employed
alongside CFG and negative prompts, yielding more cre-
ative samples across all four settings.
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Figure 10. Comparisons between pre-defined Hyperparame-
ter controls of SDXL and C3. (Default) CFG=5 / Negative
prompt=“”. (CFG) CFG=30. (Neg) Negative prompt=“normal
teddy bear”.

Extension to Alternative Prompts. Our method is de-
signed to function with textual descriptions that include
“creative”. To assess the versatility of our approach, we
tested whether similar effects could be achieved using al-
ternative templates beyond “creative.” In Figure 11, we
constructed prompts using a total of four similar adjec-
tives, {creative, rare, innovative, ingenious} and analyzed
the outcomes when integrated with C3. We observed that
across all templates, distinct and creative characteristics
were expressed just as effectively as with “creative.” This
suggests that C3 consistently enhances creativity across a
range of creativity-associated prompts.

“a�creative mug” “a�rare�mug”

“an�innovative mug” “an�ingenious mug”

Figure 11. Example outcomes using alternative prompts in place
of “creative.”

5.4. C3 on Non-Stable-Diffusion Models
We applied C3 to Kandinsky 3.0 and HunYuan-DiT, in ad-
dition to SDXL variants, as presented in Figure 12. Kandin-
sky 3.0 is based on a U-Net structure as SDXL, while
HunYuan-DiT is based on a stacked transformer structure.
The block-wise analysis for each model is provided in Ap-
pendix F. While the results open the possibility of expand-
ing C3 to non-SDXL-based models, the specific architec-
ture and components of the model may affect the applica-
tion of C3 to other models, and more comprehensive analy-

ses might be needed, especially to understand transformer-
based models, which we leave as future work.
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Figure 12. Application of C3 on Kandinsky 3.0 and HunYuan-DiT
models.

5.5. Comparison with FreeU
Unlike FreeU [23], which enhances image fidelity by mod-
ifying low-frequency components in skip connections and
boosts backbone features without frequency-based con-
trol—using uniform parameters s and b across blocks—C3
specifically targets low-frequency backbone features in the
down and middle blocks, applying block-specific parame-
ters. This distinction allows C3 to better steer creativity.
Figure 13 shows that FreeU produces less clean and creative
results than C3, regardless of parameter values. Especially
when b > 1, noise persists regardless of s.

s: 0.2
b: 0.8

s: 0.6
b: 0.8

s: 1.2
b: 0.8

s: 0.2
b: 1.4

s: 0.6
b: 1.4

s: 1.2
b: 1.4

Turbo C3 (Ours)FreeU

Figure 13. Results with prompt “A creative chair” in SDXL-Turbo.

6. Conclusion
In this paper, we propose a simple yet effective method
to enhance the creative outputs of pre-trained Stable
Diffusion-based models. C3 boosts creativity by amplifying
internal features with auto-selected amplification factors,
preserving quality without extensive fine-tuning or extra op-
timization. There are, however, limitations to our method.
Our method heavily relies on the generation capabilities of
the pre-trained models. Acting as a catalyst, our method
may fail to generate a creative sample if the model itself has
a limited concept of creativity for the target object. More-
over, the effectiveness of C3 across different model archi-
tectures and components requires comprehensive analysis,
which is reserved for future work. Despite these limitations,
we believe that our work, as the first training-free method
for enhancing creative generations, can significantly con-
tribute to the creative AI research community and inspire
users, such as product designers, through the improved out-
comes produced by our method.
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