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Abstract

Upcycled Mixture-of-Experts (MoE) models have shown
great potential in various tasks by converting the original
Feed-Forward Network (FFN) layers in pre-trained dense
models into MoE layers. However, these models still suf-
fer from significant parameter inefficiency due to the in-
troduction of multiple experts. In this work, we propose a
novel DeRS (Decompose, Replace, and Synthesis) paradigm
to overcome this shortcoming, which is motivated by our
observations about the unique redundancy mechanisms of
upcycled MoE experts. Specifically, DeRS decomposes the
experts into one expert-shared base weight and multiple
expert-specific delta weights, and subsequently represents
these delta weights in lightweight forms. Our proposed DeRS
paradigm can be applied to enhance parameter efficiency
in two different scenarios, including: 1) DeRS Compression
for inference stage, using sparsification or quantization to
compress vanilla upcycled MoE models; and 2) DeRS Up-
cycling for training stage, employing lightweight sparse or
low-rank matrixes to efficiently upcycle dense models into
MoE models. Extensive experiments across three different
tasks show that the proposed methods can achieve extreme
parameter efficiency while maintaining the performance for
both training and compression of upcycled MoE models.

1. Introduction
Recently, sparse Mixture-of-Experts [44] (MoE) models
have made remarkable progress [1, 8, 19, 23, 31, 49]. These
models introduce the MoE layer, which consists of multiple
Feed-Forward Network (FFN) experts and a learnable router,
to replace a single FFN layer. By dynamically activating only
a subset of experts for each input, these MoE models achieve
superior performance while maintaining computational effi-
ciency. However, training MoE models from scratch requires
substantial computational resources [8, 9, 43] and often en-
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Figure 1. Visualization of cosine similarity in the first and last MoE
layers of the MoE-LLaVA-Phi [30] model. FFN denotes the initial
weight while Ei denotes the trained weight of the i-th expert.

counters training instabilities [41, 53].
To address these challenges, upcycling pre-trained dense

models into MoE models (referred to as upcycling) [21] has
emerged as an effective alternative. This approach converts
the original FFN layers in a pre-trained dense model into
MoE layers with N experts, initializing each expert from the
original FFN weight while introducing a randomly initial-
ized router for expert selection. By leveraging the knowledge
embedded in pre-trained dense models, upcycled MoE mod-
els facilitate more efficient optimization and demonstrate
competitive performance under constrained training bud-
gets [14, 30, 47]. Due to its simplicity and effectiveness,
upcycling has been widely applied across diverse domains,
including natural language processing [6, 14, 21], computer
vision [13, 21, 24], and multi-modal learning [20, 27, 30].

While upcycled MoE models have shown significant suc-
cess, they still suffer from parameter inefficiency due to
the large number of extra parameters introduced by MoE
experts. For instance, the upcycled MoE-LLaVA-Phi [30]
model comprises a total of 5 billion parameters, of which 3.4
billion are occupied by MoE experts. In this paper, we fo-
cus on enhancing the parameter efficiency of upcycled MoE
models. We first revisit the characteristics of the N experts in
upcycled MoE models: 1) We note that N experts share the
same initial weight Wbase, and the weights of trained experts
can be uniformly expressed as Wi = Wbase + ∆i, where
i = 1, .., N ; 2) We observe that, there is an extremely high
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cosine similarity (higher than 0.999) between the expert’s
weight and the initial weight, as well as among the weights
of different experts, as shown in Fig. 1. This extremely high
cosine similarity suggests that ∆i is a minor adjustment to
Wbase and may exhibit considerable redundancy.

Motivated by these observations, we propose a novel
Decompose, Replace and Synthesis (DeRS) paradigm
that remodels the weights of upcycled MoE experts
{W1, . . . ,WN} into one expert-shared base weight Wbase

and multiple expert-specific delta weights {∆1, . . . ,∆N},
enhancing the expert parameter efficiency by applying
lightweight representations to these delta weights. Build-
ing on the DeRS paradigm, we further design two distinct
approaches for upcycled MoE models at different phases:
DeRS compression for inference and DeRS upcycling for
training. Specifically, DeRS compression employs sparsifica-
tion or quantization techniques to compress the delta weights
of already-trained experts, thereby achieving inference-time
parameter efficiency for vanilla upcycled MoE models. On
the other hand, DeRS upcycling enables the training of ex-
perts in a parameter-efficient way by training only one expert-
shared FFN weight and multiple sparse or low-rank weights,
thus greatly reducing trainable parameters.

We conduct comprehensive experiments to verify the ef-
fectiveness of the proposed DeRS compression and DeRS
upcycling methods across three upcycled MoE baselines en-
compassing general multi-modal tasks, medical multi-modal
tasks and code generation tasks, as well as six different MoE
model architectures. Experimental results demonstrate that
our proposed methods bring extreme efficiency to upcycled
MoE models. For example, on the general multi-modal task,
our DeRS compression effectively reduces the parameter
count of a MoE layer by 65% without a performance drop,
and our DeRS upcycling method achieves a reduction of
up to 2270 times in additional parameters while delivering
better performance compared to vanilla upcycling.

Our contributions are as follows:

• We are the first to explore the unique redundancy mecha-
nisms of experts in upcycled MoE models, and propose a
novel DeRS paradigm that decomposes multiple experts
into one expert-shared weight and multiple expert-specific
weights to reduce parameter redundancy.

• Based on our DeRS paradigm, we further propose two ap-
plication methods to achieve extremely efficient upcycled
MoE: 1) DeRS compression to efficiently compress vanilla
upcycled MoE models for inference. 2) DeRS upcycling to
efficiently upcycle a pre-trained dense model into a MoE
model for training and deployment.

• Comprehensive experiments across three tasks and six
MoE model architectures consistently verify the efficiency,
effectiveness, and generalizability of the proposed DeRS
compression and DeRS upcycling techniques.

2. Related Work

2.1. Training of MoE Models

For MoE models, the straightforward training strategy [7,
8, 23, 48] generally involves designing a MoE architecture,
randomly initializing the MoE model weights, and train-
ing the model with extensive computational resources and
data. Recently, upcycling [21] has been proposed to reduce
training costs by initializing MoE models using pre-trained
dense models. Due to its simplicity and effectiveness, up-
cycling has found widespread application across various
domains [6, 20, 24, 30]. For instance, XFT [6] employs upcy-
cling in the instruction tuning process of large language mod-
els, achieving performance improvement on code generation
tasks. In the field of multi-modal learning, MoE-LLaVA [30]
successfully trains a vision-language MoE model with only
3B active parameters through upcycling, achieving perfor-
mance comparable to LLaVA-1.5-7B [35] on various visual
understanding benchmarks. In this paper, we first find the
unique redundancy of expert parameters in vanilla upcycling,
and further propose the DeRS upcycling method, which sig-
nificantly reduces the parameter count of experts in upcycled
MoE models during both training and inference.

2.2. Compression of MoE Models

To date, many studies have explored the compression
of experts in MoE models to improve deployment effi-
ciency [15, 28, 33, 39]. Specifically, [39] proposes a plug-
and-play expert-level sparsification technique by pruning
unimportant experts and dynamically skipping specific ex-
perts during inference. EEP [33] employs an evolutionary
strategy to search the pattern for expert removal and con-
solidates the knowledge of removed experts into retained
experts through weight merging. MC-SMoE [28] first merges
infrequently activated experts into those often activated ex-
perts, and then compresses the merged experts. In this paper,
we also propose a novel expert compression method called
DeRS compression, which focuses on compressing MoE
models upcycled from pre-trained dense models. Leveraging
the characteristics of upcycled MoE models, our DeRS com-
pression innovatively decomposes the weights of multiple
experts into an expert-shared important weight and multiple
expert-specific redundant weights, and applies sparsification
or quantization to those redundant weights.

3. Method

3.1. Preliminary

Mixture-of-Experts. A standard MoE layer consists of a set
of N experts (i.e., N FFN layers) {E1, E2, . . . , EN} and a
router network R with trainable weight WR. Given an input
x, the output y of the MoE layer can be written as:
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Figure 2. Overall procedure of (a) upcycling a dense model into a MoE model through vanilla upcycling and (b) compressing the vanilla
upcycled MoE model using the proposed DeRS compression, which first decomposes the trained experts and then applies sparsification or
quantization techniques to the expert-specific delta weights. During inference, when an expert is needed, we synthesize its weight online.

y =

N∑
i=1

R(x)i · Ei(x) (1)

R(x) = TopK(softmax(x ·WR), k)

where R(x)i denotes the routing score to the i-th expert,
Ei(x) stands for the output of i-th expert, TopK(·, k) means
selecting only the top-k experts by setting R(x) of other
experts to 0. Usually, k ≪ N , which means R(x) a sparse
N -dimensional vector. When R(x)i = 0, Ei(x) does not
need to be computed.
Upcycled Mixture-of-Experts. Let Wbase ∈ Rd×dh denote
the weight of original FFN layer in the pre-trained dense
model. For the corresponding upcycled MoE layer with N
experts, the weight of each expert is uniformly initialized to
Wbase instead of random initialization. After training, the
weights of these N experts are updated to {W1, . . . ,WN}.

3.2. Decompose, Replace, and Synthesis
In this paper, we revisit the Upcycled Mixture-of-Experts
and remodel it according to the following three aspects:
Decompose, Replace, and Synthesize.

Decompose. Since all N experts share the same initial
weight Wbase, the trained weight of a specific expert Ei can
be expressed as:

Wi = Wbase +∆i (2)

This implies that {W1, . . . ,WN} can be decomposed into
an expert-shared base weight Wbase and N expert-specific
delta weights {∆1, . . . ,∆N}.

Replace. Since Wbase is pre-trained knowledge learned
from extensive data, the expert-specific delta weight ∆i is ac-

tually minor adjustment to Wbase. As shown in Fig. 1, the ex-
tremely high cosine similarity among the trained experts and
the original FFN further supports this opinion, suggesting
that these N expert-specific delta weights {∆1, . . . ,∆N}
may exhibit some degree of redundancy. Based on this hy-
pothesis, it is feasible to adopt a lightweight representation
F(∆i) to reformulate the original redundant ∆i without a
performance drop. In other words, we can replace the origi-
nal heavyweight set {W1, . . . ,WN} with a more parameter-
efficient set {F(∆1), . . . ,F(∆N )} ∪ {Wbase}.

Synthesis. Based on {F(∆1), . . . ,F(∆N )} and Wbase,
we synthesize the weight of a specific expert Ei by fusing
the lightweight expert-specific delta weight F(∆i) with the
expert-shared base weight Wbase as follows:

Ŵi = Wbase + F(∆i) (3)

Based on the above framework of Decompose, Replace
and Synthesis (DeRS), we propose two application methods:
DeRS compression and DeRS upcycling. DeRS compres-
sion focuses on compressing already-trained vanilla upcy-
cled MoE models, while DeRS upcycling is designed to
efficiently upcycle existing dense models into MoE architec-
tures for subsequent training and deployment.

3.3. DeRS Compression
As shown in Fig. 2, applying DeRS compression to compress
an already-trained vanilla upcycled MoE model follows three
steps: 1) decomposing the weights of N trained experts into
Wbase and {∆i}Ni=1; 2) utilizing a post-training lightweight
technique Fpost to compress {∆i}Ni=1 into more efficient
{Fpost(∆i)}Ni=1; and 3) when a specific expert Ei is needed,
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Figure 3. Comparisons between vanilla upcycling and the proposed DeRS upcycling in the construction of experts. Instead of making
N copies of the original FFN, our DeRS upcycling synthesizes experts by combining the shared FFN with expert-specific lightweight
parameters (i.e., in the form of sparse matrixes or low-rank matrixes).

synthesizing its weight by summing Fpost(∆i) and Wbase.
Two different compression designs are proposed as follows:

Sparsification. A straightforward implementation is to
remove unnecessary elements from the weight matrix. In-
spired by [50], we randomly drop most elements of the
expert-specific delta weight ∆i and compactly store the ob-
tained sparse matrix Fpost(∆i) as vectors. Given a drop rate
p, Fpost(∆i) can be written as:

Mi ∼ Bernoulli(p)
Fpost(∆i) = (1−Mi)⊙∆i / (1− p) (4)

Although the theoretical shape of a sparse weight matrix
remains Rd×dh , the actual parameter count of Fpost(∆i) is
only d·dh ·(1−p) due to its compact storage format. In other
words, by applying DeRS-Sparsification with the given drop
rate p, the parameter count of N trained experts is reduced
from the original N · d · dh to (1 +N · (1− p)) · d · dh.

Quantization. Additionally, we provide another approach
to reduce redundancy by quantizing ∆i to a lower k-bit
representation:

Fpost(∆i) = Quant(∆i, k) (5)

Assuming the original expert weights {Wi}Ni=1 are repre-
sented with K bits, applying DeRS-Quantization can reduce
the parameter storage cost from N ·K to K +N · k.

3.4. DeRS Upcycling
The difference between our proposed DeRS upcycling and
vanilla upcycling is presented in Fig. 3. Instead of replicating
the original FFN layer N times to form N experts of a MoE
layer, we decompose the construction of N experts before
training. Specifically, we decompose N expert weights into
one trainable expert-shared weight Wshared and N train-
able expert-specific incremental weights {Fpre(∆i)}Ni=1, us-
ing a parameter-efficient design Fpre. During both training
and inference, the weight Wi of expert Ei is synthesized
by combining Wshared and Fpre(∆i) via addition. Here,
Wshared is initialized from the weight of the original FFN
layer and Fpre(∆i) is zero-initialized. We provide two types
of parameter-efficient designs Fpre as follows:

Sparse Matrix. Since sparsification can be used to reduce
redundancy in our DeRS compression, it’s feasible to adopt
sparse matrixes as a parameter-efficient form of the train-
able expert-specific incremental weights. However, simply
employing a vanilla sparse matrix implementation, where
the matrix maintains the shape of Rd×dh and most of the
element values are zero, can’t effectively reduce the number
of parameters in practice.

To address this, we reformulate the sparse matrix with a
shape of Rd×dh and a sparse rate p into two compact row
vectors of length d ·dh ·(1−p), specifically an index vector I
and a value vector V . As shown in Fig. 3(b), the value vector
V stores the values of all nonzero elements, while the index
vector I stores the positions of these nonzero elements in the
original-shaped sparse matrix. These two vectors I and V
are mapped back to the sparse matrix using the torch.scatter
function. Based on the above efficient implementation of the
sparse matrix, we propose the first design of expert-specific
incremental weights:

Fpre(∆i) = torch.scatter(Ii, Vi) (6)

Given a sparse rate p, the index vector Ii is generated by
randomly selecting d · dh · (1− p) unique values from the
range [0, d · dh) and is fixed thereafter, while Vi serves as
the trainable parameter and is initialized to zero.

In terms of the number of trainable expert parame-
ters, vanilla upcycling requires training N expert weights
of shape Rd×dh , while the proposed Sparse-Matrix-based
DeRS (DeRS-SM) upcycling only necessitates training one
Wshared of shape Rd×dh along with N row vectors of length
d · dh · (1− p). In other words, our DeRS-SM upcycling de-
creases the trainable parameter count of experts from N ·d·dh
to (1 +N · (1− p)) · d · dh.

Low-rank Matrix. Since representing the expert-specific
incremental weight using the high-dimensional space Rd×dh

is redundant, it’s sufficient to utilize two low-rank matrixes
A ∈ Rd×r and B ∈ Rr×dh for an efficient representation
based on the low-rank matrix factorization. Thus, we develop
the Low-rank Matrix-based DeRS (DeRS-LM) upcycling .
As shown in Fig. 3(c), the expert-specific incremental weight
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Figure 4. Performance of applying different DeRS compression methods to compress three vanilla upcycled MoE-LLaVA models respectively.

Table 1. Performance comparison between vanilla upcycling and our DeRS upcycling on three MoE-LLaVA models on the general
multi-modal task. DeRS-SM and DeRS-LM denote the Sparse-Matrix-based and Low-rank-Matrix-based DeRS upcycling respectively.
Added Params represents the number of additional parameters of the upcycled MoE model compared to its corresponding dense model.

MoE Model Upcycling
Method

Added
Params.

Image Question Answering Benchmark Toolkit Overall
VQAv2 GQA VisWiz SQAI VQAT POPE MMB MM-Vet

MoE-LLaVA-StableLM [30]
Vanilla 1.24B 76.3 60.6 34.6 62.7 50.2 86.9 60.5 27.1 57.4

DeRS-SM (ours) 0.26M 76.5 60.7 34.9 62.9 50.2 87.3 60.4 28.4 57.7
DeRS-LM (ours) 1.20M 76.6 60.6 34.4 62.3 50.0 87.1 60.1 28.6 57.5

MoE-LLaVA-Qwen [30]
Vanilla 1.22B 76.2 61.2 31.8 62.4 48.1 87.5 60.4 24.4 56.5

DeRS-SM (ours) 0.26M 76.2 61.2 31.0 62.2 47.8 87.8 60.0 23.7 56.2
DeRS-LM (ours) 1.19M 76.2 61.1 31.2 62.1 47.9 87.8 60.0 24.2 56.3

MoE-LLaVA-Phi [30]
Vanilla 2.52B 77.5 61.4 42.7 68.6 50.8 86.9 66.0 32.4 60.8

DeRS-SM (ours) 1.11M 77.7 61.3 42.4 69.0 51.7 87.3 65.5 33.8 61.1
DeRS-LM (ours) 2.42M 77.6 61.3 42.0 69.1 51.8 87.4 66.3 32.6 61.0

can be expressed as Fpre(∆i) = Ai · Bi, where Ai is ran-
domly initialized and Bi is zero-initialized.

Given the rank r, r ≪ min(d, dh), our DeRS-LM up-
cycling reduces the number of trainable expert parameters
from N · d · dh to d · dh +N · r · (d+ dh).

4. Experiments
In this section, we conduct a series of experiments to eval-
uate our DeRS compression and DeRS upcycling methods
across a range of tasks, including general multi-modal tasks,
medical multi-modal tasks, and code generation tasks.

4.1. General Multi-modal Task
Model architecture. We adopt the MoE-LLaVA [30] frame-
work for the experiments of the general multi-modal task.
We employ CLIP-Large [42] as the visual encoder. Three up-
cycled MoE models, respectively initialized from StableLM-
2-1.6B [4], Qwen-1.8B [3] and Phi-2-2.7B [18], serve as the
language backbone. Before upcycling, all the dense models
have been previously fine-tuned on datasets collected from

MIMIC-IT [25], LRV [34], SViT [52] and LVIS [46]. In
each dense model, every other block’s FFN layer is upcycled
into a MoE layer with 4 experts, where the top-2 experts are
dynamically activated when processing each input.

Datasets. The upcycled MoE models undergo fine-tuning on
the LLaVA-mix-665k [35] dataset, followed by evaluation
across five image question-answering benchmarks: VQA-
v2 [10], GQA [17], VisWiz [12], ScienceQA-IMG [38] and
TextVQA [45]. Besides, three benchmark toolkits, including
POPE [29], MMBench [37] and MM-Vet [51], are adopted
to evaluate the multi-modal understanding capabilities.

Results of DeRS Compression. The experimental results
of DeRS compression are shown in Fig. 4. As we can see,
the proposed two compression techniques, sparsification and
quantization, can effectively reduce the parameter redun-
dancy while not affecting the model’s performance. Specif-
ically, as shown in Fig. 4a, applying DeRS-Sparsification
to remove 90% of the elements in the delta weights hardly
affects the model’s performance, but the parameter count
of a MoE layer can be reduced from the original 4 experts’
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(a) Med-MoE-StableLM
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Figure 5. Performance of applying different DeRS compression methods to compress two vanilla upcycled Med-MoE models respectively.

Table 2. Performance comparison between vanilla upcycling and our DeRS upcycling on two Med-MoE models on the medical multi-modal
task. DeRS-SM and DeRS-LM denote the Sparse-Matrix-based and Low-rank-Matrix-based DeRS upcycling respectively. The light-gray
Added Params denotes the additional parameters introduced by the universal FFN layers that are not considered as experts of MoE layers.

MoE Model Upcycling
Method

Added
Params.

VQA-RAD SLAKE PathVQA Overall
Open Closed Open Closed Open Closed

Med-MoE-StableLM [20]
(EMNLP 24)

Vanilla 0.42B+1.24B 51.0 82.3 82.4 85.3 33.4 91.4 71.0
DeRS-SM (ours) 0.42B+0.29M 49.5 84.2 83.8 84.9 33.1 91.6 71.2
DeRS-LM (ours) 0.42B+1.20M 53.5 81.6 83.7 84.1 33.6 91.5 71.3

Med-MoE-Phi [20]
(EMNLP 24)

Vanilla 0.84B+2.52B 55.1 85.3 84.6 85.8 35.1 91.5 72.9
DeRS-SM (ours) 0.84B+1.11M 55.5 85.3 84.3 86.3 35.0 91.6 73.0
DeRS-LM (ours) 0.84B+2.42M 55.7 84.9 84.3 85.6 35.2 91.6 72.9

parameters to the equivalent of (1 + 4 × 0.1) experts’ pa-
rameters. Similarly, we can quantize the expert-specific delta
weights from the original 16 bits down to 2 bits using DeRS-
Quantization, reducing the parameter storage cost of a MoE
layer’s 4 experts from original 4× 16 to 16 + 4× 2, while
demonstrating the same or even better performance.

Moreover, we can observe that even under extreme DeRS
compression settings, such as sparsification with a 0.99 drop
rate or quantization with the 1-bit width, there is no signifi-
cant degradation in the model’s performance. This may be
attributed to the fact that the three dense models used in the
MoE-LLaVA framework have been previously fine-tuned on
some multi-modal data. In other words, the expert-shared
base weight obtained through decomposition during DeRS
compression already has a certain degree of multi-modal
understanding capability. As a result, even with the extreme
compression of the redundant expert-specific delta weights,
the model’s performance remains robust.

Results of DeRS Upcycling. Tab. 1 shows the performance
of different upcycling methods on three MoE-LLaVA archi-
tectures. As we can see, vanilla upcycling results in billions
of additional parameters by duplicating the original FFN
layer to construct experts, while our DeRS upcycling in-
troduces only millions of extra parameters to achieve the
same or superior performance. For example, when upcycling
Phi-2-2.7B into the MoE-LLaVA-Phi architecture, vanilla
upcycling adds 2.52 billion parameters. In comparison, our
DeRS upcycling based on Sparse Matrix (DeRS-SM) and
Low-rank Matrix (DeRS-LM) improve overall performance
by 0.3% and 0.2% with just 1.11 and 2.42 million extra
parameters (2270× and 1041× reduction), respectively.

These experimental results highlight the efficiency and
effectiveness of our DeRS upcycling, which reduces the
number of trainable expert parameters by sharing a base
FFN across experts and employing multiple expert-specific
lightweight parameters.

4.2. Medical Multi-Modal Task
Model architecture. We adopt the settings in Med-MoE [20]
to conduct our medical multi-modal experiments. Similarly,
the CLIP-Large model is used as the vision encoder. Two
dense models, StableLM-2-1.6B and Phi-2-2.7B, which have
been fine-tuned on the medical language-image instruction-
following data of [26], are upcycled into MoE architectures
to serve as the language backbones. Specifically, the original
FFN layer of every other block is converted into a parallel
structure, which consists of a universal FFN layer and a
MoE layer with four experts. The MoE layer activates only
the top-1 expert for a given input, while the universal FFN
processes all inputs. The outputs from the MoE layer and
the universal FFN are summed to produce the final output.
Datasets. We use three medical image question-answering
datasets with open- and closed-end question-answering pairs,
including VQA-RAD [22], SLAKE [32], and PathVQA [16],
to fine-tune and evaluate upcycled MoE models.
Results of DeRS Compression. Fig. 5 shows the perfor-
mance of applying DeRS compression to two vanilla up-
cycled Med-MoE models. It can be observed that extreme
compression of expert-specific delta weights (removing 99%
of their elements or quantizing them to 1bit) has negligible
impact on model performance. This may be attributed to two
factors. First, the two dense models utilized within the Med-
MoE framework have been previously fine-tuned on relevant
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Table 3. Performance comparison between vanilla upcycling and our DeRS upcycling on the code generation task. DeRS-SM and DeRS-LM
denote the Sparse-Matrix-based and Low-rank-Matrix-based DeRS upcycling respectively. The light-gray Added Params denotes the
additional parameters introduced by the universal FFN layers that are not considered as experts of MoE layers.

MoE Model Upcycling
Method

Added
Params. HumanEval HumanEval+ MBPP MBPP+ Overall

Coder-MoE [6]
(ACL 24)

Vanilla 0.81B+2.43B 64.6 61.0 63.9 51.4 60.2
DeRS-SM (ours) 0.81B+325M 66.5 62.8 63.4 51.4 61.0
DeRS-LM (ours) 0.81B+9.09M 65.9 62.8 62.9 51.9 60.9

yet non-overlapping medical multi-modal datasets. Second,
the Med-MoE framework involves replacing the original
FFN layer in the dense models with a parallel structure com-
prising a MoE layer and a universal FFN layer. And in our
main experiments, the universal FFN layer is not considered
as an expert for compression, as it’s not sparsely activated
by the router. Consequently, despite the decomposition and
delta weight compression applied to the MoE layer’s experts,
the overall model performance is sustained by the univer-
sal FFN. In the Appendix, we further provide experimental
results of applying DeRS compression to both experts and
the universal FFN. Even with additional compression of the
universal FFN, DeRS-Sparsification with a 0.8 drop rate or
DeRS-Quantization with a 4-bit width can still significantly
reduce redundancy while maintaining performance.
Results of DeRS Upcycling. As shown in Tab. 2, our DeRS
upcycling remains efficient and effective across two Med-
MoE models on the medical multi-modal task. For the Med-
MoE-StableLM, our DeRS-SM and DeRS-LM upcycling
strategies significantly reduce the additional parameter count
by 1.24 billion compared to vanilla upcycling, while achiev-
ing performance improvement of 0.2% and 0.3%, respec-
tively. Furthermore, for the Med-MoE-Phi architecture, the
two DeRS upcycling methods reduce the number of addi-
tional parameters by 2.52 billion while maintaining com-
parable performance. Due to the presence of the universal
FFN layers, the Med-MoE model obtained through DeRS
upcycling still incurs an increase of 0.42 billion or 0.84 bil-
lion parameters compared to its corresponding dense model.
In the Appendix, we further extend DeRS upcycling to the
universal FFN, treating the construction of the universal FFN
and the MoE layer’s experts as a unified entity. This allows
us to achieve performance comparable to that of vanilla
upcycling with only a million-level increase in additional
parameters over the dense model.

4.3. Code Generation Task

Model architecture. Following the settings in [6], we further
evaluate our DeRS compression and DeRS upcycling on the
code generation task. We directly upcycle the open-source
language model, DeepSeek-Coder-Base-1.3B [11] into the
Coder-MoE architecture for fine-tuning. Specifically, each
block’s FFN layer is replaced with a combination of a MoE
layer and a universal FFN layer. The MoE layer contains
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Figure 6. Performance of applying different DeRS compression
methods to compress the vanilla upcycled Coder-MoE model.

four experts, with the top-1 expert activated for each input.
Datasets. We utilize evol-codealpaca-v1, an open-source
Evol-Instruct [40] dataset with 110K instruction-output pairs,
to fine-tune the upcycled MoE model. After fine-tuning, we
evaluate the model on widely used Python code generation
benchmarks, including HumanEval [5] and MBPP [2], as
well as on extended HumanEval+ and MBPP+ that contain
additional tests generated by EvalPlus [36].
Results of DeRS Compression. As shown in Fig. 6, for
the expert-specific delta weights in the Coder-MoE model,
removing 60% of their elements or quantizing them to 2
bits can effectively eliminate redundancy without degrading
performance. In comparison to the compression results of
Med-MoE models shown in Fig. 5, the delta weight redun-
dancy in the Coder-MoE model is notably lower, despite both
experimental setups involving a parallel structure comprising
a universal FFN and a MoE layer. The lower redundancy
may be linked to the fact that the dense model utilized for
Coder-MoE has not undergone any prior fine-tuning. Fur-
ther experiments of compressing both the universal FFN and
MoE experts are also provided in the Appendix.
Results of DeRS Upcycling. As shown in Tab 3, our DeRS-
SM and DeRS-LM upcycling methods yield significant over-
all performance improvement of 0.7%-0.8% on the code
generation task for the Coder-MoE model, while reducing
over 2 billion extra parameters compared to vanilla upcy-
cling. This substantial performance improvement may be
attributed to the sparse activation mechanism and the low-
budget training setting. In vanilla upcycling, each expert is
an independent FFN with extensive parameters, struggling to
learn effectively due to the limited training data. In contrast,
our DeRS upcycling allows multiple experts to share a base
FFN while retaining their specific lightweight incremental
parameters. This design enables the base FFN to leverage all
training data for robust learning, while partial training data
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Table 4. Ablation studies on the hyper-parameters of two DeRS upcycling methods. DeRS-SM and DeRS-LM denote the Sparse-Matrix-based
and Low-rank-Matrix-based DeRS upcycling respectively. The light-gray Added Params represents the additional parameters introduced by
the universal FFN layers that are not considered as experts of MoE layers.

(a) Different sparse rates for DeRS-SM upcycling

DeRS-SM
Rate

Added
Params. HumanEval (+) MBPP (+) Overall

0.9999 0.81B+0.72M 62.8 (60.4) 63.7 (51.6) 59.6
0.999 0.81B+3.64M 64.0 (60.4) 63.4 (51.6) 59.9
0.99 0.81B+32.9M 64.6 (61.6) 62.7 (51.4) 60.1
0.9 0.81B+325M 66.5 (62.8) 63.4 (51.4) 61.0

(b) Different ranks for DeRS-LM upcycling

DeRS-LM
Rank

Added
Params. HumanEval (+) MBPP (+) Overall

1 0.81B+2.57M 64.6 (61.6) 63.4 (51.1) 60.2
4 0.81B+9.09M 65.9 (62.8) 62.9 (51.9) 60.9

16 0.81B+35.2M 65.9 (62.2) 63.2 (51.4) 60.7
64 0.81B+140M 63.4 (59.1) 62.7 (50.9) 59.0

Table 5. Ablation studies on whether freezing the expert-shared
base FFN for our two DeRS upcycling methods.

Upcycling
Method

Freeze
Shared HumanEval (+) MBPP (+) Overall

DeRS-SM
× 66.5 (62.8) 62.4 (51.4) 61.0
✓ 65.2 (61.6) 61.4 (50.4) 59.7

DeRS-LM
× 65.9 (62.8) 62.9 (51.9) 60.9
✓ 64.0 (61.0) 61.7 (50.6) 59.3

suffices to effectively train the sparsely activated lightweight
incremental parameters. In the Appendix, we also present
the experimental results of extending DeRS upcycling to
the universal FFN within the Coder-MoE architecture, high-
lighting the ability of DeRS upcycling to achieve extremely
efficient upcycled MoE models.

4.4. Ablation and Analysis
In this section, we conduct ablation studies and cost analysis
of our DeRS upcycling on the code generation task.
Effect of freezing the expert-shared base FFN. As shown
in Tab. 5, freezing the expert-shared base FFN results in
a significant overall performance drop for both DeRS-SM
and DeRS-LM upcycling strategies, with declines of 1.3%
and 1.6%, respectively. These results validate the necessity
of setting the expert-shared base FFN as trainable, as it
represents foundational knowledge for the MoE experts and
plays a crucial role in enabling effective learning.
Effect of the hyper-parameter. In Tab. 4, we explore the
effect of the hyper-parameter of DeRS upcycling, which
determines the parameter count of expert-specific incremen-
tal weights, specifically the sparse rate for DeRS-SM and
the rank for DeRS-LM. As shown in Tab. 4a, for DeRS-
SM, where the incremental weights take the form of sparse
matrixes, a lower sparsity generally leads to better perfor-
mance, albeit with an increase in the number of additional
parameters. This can be attributed to the inherent limitation
of the sparse matrix, which can only modify a subset of
elements in another matrix of the same shape, as shown in
Fig 3(b). Therefore, to enhance each expert’s distinctiveness
for better performance, a lower sparsity is necessary to allow
the sparse-matrix-based incremental weights to make more
substantial adjustments to the expert-shared base weight.

In contrast, as shown in Tab. 4b, our DeRS-LM upcycling

Table 6. Cost efficiency comparison between vanilla upcycling and
our two DeRS upcycling methods.

Upcycling
Method

Model
Size

Training
Memory

Inference
Memory

Overall
Performance

Vanilla 4.59B 25.9G 10.5G 60.2
DeRS-SM (0.9rate) 2.48B 24.9G 9.0G 61.0

DeRS-SM (0.99rate) 2.19B 21.0G 6.1G 60.1
DeRS-LM (4rank) 2.17B 20.4G 5.9G 60.9

method can achieve strong performance with minimal extra
parameters by using only a low rank (1, 4 or 16). This is
due to the fact that the low-rank-matrix-based incremental
weights are always able to make global adjustments to the
expert-shared base weight, regardless of the rank, as shown
in Fig 3(c). Moreover, if the rank is set too high (64), it can
lead to performance degradation. This is likely because a
high rank introduces significant redundancy in the incremen-
tal weights, making them less efficient for training.
Cost Analysis. Tab. 6 demonstrates the cost efficiency of our
DeRS upcycling compared to vanilla upcycling. As shown,
both DeRS upcycling methods achieve comparable or even
superior performance while reducing model size and GPU
memory consumption during both training and inference.
For instance, our DeRS-LM upcycling significantly reduces
model size by 52.7%, training memory by 21.2%, and infer-
ence memory by 43.8%, while achieving an overall perfor-
mance improvement of 0.7%. These results showcase that
DeRS upcycling propels upcycled MoE models towards a
new level of efficiency.

5. Conclusion
In this work, we investigate the distinctive redundancy mech-
anisms of upcycled MoE models, and introduce an innova-
tive DeRS paradigm that remodels MoE experts into one
shared base weight and multiple exclusive compact weights.
Further, we propose DeRS compression and DeRS upcycling
to enhance the efficiency of expert parameters in upcycled
MoE models during inference and training, respectively. We
conduct comprehensive experiments to support the effective-
ness of our proposals. Future works could focus on improv-
ing the parameter-efficient techniques in DeRS compression
and DeRS upcycling or extending the DeRS paradigm to
scenarios with higher training budgets.
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