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Abstract

Despite the significant advancements in text-to-image
(T2I) generative models, users often face a trial-and-error
challenge in practical scenarios. This challenge arises
from the complexity and uncertainty of tedious steps such
as crafting suitable prompts, selecting appropriate mod-
els, and configuring specific arguments, making users re-
sort to labor-intensive attempts for desired images. This
paper proposes Automatic T2I generation, which aims to
automate these tedious steps, allowing users to simply de-
scribe their needs in a freestyle chatting way. To systemati-
cally study this problem, we first introduce ChatGenBench,
a novel benchmark designed for Automatic T2I. It features
high-quality paired data with diverse freestyle inputs, en-
abling comprehensive evaluation of automatic T2I models
across all steps. Additionally, recognizing Automatic T2I as
a complex multi-step reasoning task, we propose ChatGen-
Evo, a multi-stage evolution strategy that progressively
equips models with essential automation skills. Through
extensive evaluation across step-wise accuracy and image
quality, ChatGen-Evo significantly enhances performance
over various baselines. Our evaluation also uncovers valu-
able insights for advancing automatic T2I. Our data, code,
and models will be publicly available.

1. Introduction

In recent years, text-to-image (T2I) generative models have
attracted considerable attention [1, 23, 31, 32]. Building on
advancements in large-scale T2I models such as DALL-E
[31] and Stable Diffusion [32], the open-source community
has significantly expanded the capabilities of T2I genera-
tion. Researchers fine-tune open-source models on special-
ized datasets, resulting in a diverse selection of task-specific
models available on platforms like Civitai [6] and Hugging
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I wish to create an image of an anime girl 
with cool white and black hair. Let's show 
her from behind, wearing an Arle suit.

{"sampler":"DPM++ 2M...","steps":30,"cfg_scale":8,...}

crafting prompts

1girl,solo,white hair,black hair,arle_suit,from behind.

selecting models

The model features a female character 
from the game Genshin Impact.

configure arguments

OursDALL-E 3SD 1.5

Figure 1. Illustration of tedious steps in T2I. Our method can se-
lect an appropriate model with suitable prompts and arguments.
Note: Arle is a character from the game Genshin Impact.

Face [8]. This variety provides users with a broader range of
options to meet customization needs, facilitating the grow-
ing adoption of T2I models in real-world applications.

However, the rapid development of T2I models within
the open-source community has also introduced significant
challenges for users. When non-experts attempt to create
images with specific requirements, they often encounter a
trial-and-error process involving several tedious steps. As
shown in Figure 1, these steps include crafting suitable
prompts, selecting appropriate models, and configuring
specific model arguments. The complexity and uncer-
tainty of each step turn the process into an arduous journey,
resembling “mice in a maze”. In real-world scenarios, this
iterative process consumes substantial time and resources
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as users continuously adjust settings to regenerate images.
Therefore, we pose the challenging problem: can we auto-
mate these labor-intensive steps in T2I generation, allow-
ing users to simply describe their needs in a chatting style
and receive desired images effortlessly?

Previous attempts, such as BeautifulPrompt [4, 38] for
generating high-quality prompts from low-quality ones and
DiffAgent [49] for model selection using large language
models, have made some progress in addressing these chal-
lenges. However, these methods only seek to automate a
specific step in Figure 1, lacking comprehensive research
on the automation of entire T2I process. Moreover, they fail
to support diverse types of freestyle input, leaving them far
from real-world scenarios. To bridge these gaps, we aim to
develop the model that can accept arbitrary user input, sim-
ilar to ChatGPT [24], and automatically generate all neces-
sary components for generation, termed as Automatic T2I.

To this end, we first introduce ChatGenBench, the
benchmark specifically designed for this task. ChatGen-
Bench offers a substantial dataset of high-quality paired
data from 6, 807 customized models. Each data pair com-
prises a user’s freestyle chat input, a refined prompt, an ap-
propriate model, and optimal arguments. This comprehen-
sive step-by-step trail enables step-wise evaluation of au-
tomatic T2I models, ensuring both quality assessment of
the final image output and precise identification of poten-
tial automation bottlenecks. Furthermore, ChatGenBench
integrates various types of data, enabling testing with mul-
timodal and historical input to simulate practical scenarios.

An intuitive approach to achieve the goal is to build su-
pervised fine-tuning (SFT) data and tune multimodal large
language models. However, we argue that automated T2I
should be viewed as a complex multi-step reasoning prob-
lem. Directly predicting outputs leads the model to focus
on simple text mappings, rather than developing the diverse
skills needed for robust automation. Inspired by OpenAI’s
o1 [25], we propose ChatGen-Evo with a multi-stage evo-
lution strategy. This approach provides targeted feedback
at each stage, progressively equipping models with essen-
tial automation skills. First, we construct SFT data to train
the model to generate high-quality prompts from freestyle
inputs. Next, we augment the model’s vocabulary with spe-
cialized ModelTokens, enabling effective model selection
without affecting other functions. Finally, we guide the
model in configuring arguments based on prompts and mod-
els selected in previous stages. By decomposing the task
into clear stages, the model gains crucial automation skills,
delivering outputs aligned with user expectations.

We conduct a comprehensive evaluation of various
methods on the novel ChatGenBench to study Automatic
T2I. ChatGen-Evo significantly outperforms other methods
across all metrics, including both step-wise assessments
and image quality evaluations. Extensive quantitative and

qualitative results, along with ablation studies, underscore
the critical importance of the multi-stage evolution strat-
egy. Additionally, further experiments reveal the impact of
different stages on the final T2I output, uncovering valu-
able insights into the challenges and opportunities in Au-
tomatic T2I. We highlight some promising directions, such
as exploring the scaling laws of prompt rewriting, improv-
ing model selection in few-shot scenarios, and leveraging
reasoning approaches to enhance performance. The contri-
butions of this paper are summarized as follows:
• We propose the novel and challenging problem of Auto-

matic T2I generation, aiming to develop the model that
can handle user’s freestyle chatting and automatically
produce all necessary components for image generation.

• We introduce ChatGenBench, a benchmark specifically
designed for Automatic T2I. It includes a comprehen-
sive step-by-step trail for step-wise evaluation, supporting
multimodal or historical user inputs.

• We present ChatGen-Evo, which adopts a multi-stage
evolution strategy. By decomposing the task into distinct
stages, ChatGen-Evo enables the model to progressively
acquire essential Automatic T2I capabilities.

• Extensive experiments on ChatGenBench not only
demonstrate the superiority of ChatGen-Evo but also pro-
vide valuable insights for advancing automatic T2I.

2. Related Works
2.1. Text-to-Image Generation

With the advancement of diffusion models [13, 27, 34], text-
to-image (T2I) generation [1, 23, 31] has demonstrated ex-
ceptional capabilities in high-quality image generation and
textual description alignment. Large-scale models such as
DALL-E [1] enhance text-image alignment by leveraging
the joint feature space of CLIP [30]. Moreover, Stable
Diffusion [32], a well-established open-source model, has
gained substantial attention. Numerous methods have been
developed to fine-tune it or design additional modules for
specialized tasks, such as customized image generation [17,
18, 33], layout-to-image generation [14, 19, 20, 47] and im-
age edit [2, 16]. These diverse models have significantly ex-
panded the capabilities of T2I. However, they also present
significant learning challenges for non-expert users, under-
scoring the increasing need for automatic T2I generation.

2.2. LLMs for Text-to-Image Generation

Large language models (LLMs), like ChatGPT [24],
Llama [37], have demonstrated impressive capability in lan-
guage understanding [3] and problem solving [45]. Re-
cently, LLMs have also been applied to image genera-
tion. [7, 9, 20, 36, 43] leverage LLMs to generate detailed
layout information from complex prompts, enabling the cre-
ation of sub-elements and control over their positioning.
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Figure 2. Illustration of the data collection pipeline.

[28, 39, 49] propose employ LLMs for model selection,
akin to tool usage [26, 29, 44]. However, the above methods
still require specialized prompt inputs and involve complex
model usage. Currently, no approach thoroughly considers
leveraging LLMs to relieve users from all tedious steps in
T2I. Our method aims to address this gap.

3. Methodology
Our goal is to relieve users from tedious steps and automate
to produce the desired images from user’s freestyle input.
To achieve this objective, we first introduce ChatGenBench,
a benchmark comprising a large set of user inputs in a chat-
ting style, built upon a foundation of over 6000 personal-
ized models to evaluate automated image generation results.
A comprehensive description of data collection, construc-
tion, and analysis is provided in Sec. 3.1. Then, we present
ChatGen-Evo in Sec. 3.2, which uses a multi-stage evolu-
tion strategy to train MLLM for Automatic T2I.

3.1. ChatGenBench: Benchmarking Automatic T2I

For clarity, an example of this data is shown on the right
side of Figure 2. The following sections detail the data col-
lection and construction process, which primarily involves
High-Quality Human Demonstration Collection and us-
ing LLM-driven Role-Play to simulate user input.

3.1.1 High-Quality Human Demonstration Collection

Civitai [6] is a vibrant community where users share cus-
tomized AI models for generating high-quality images.
Members contribute demonstrations with detailed prompts,
model specifications, and arguments, supported by a feed-
back system that ensures quality validation. These features
make Civitai an ideal platform for collecting raw data.
Collection: We start by collecting demonstrations based
on established evaluation metrics within Civitai, including
download counts, upvotes, and other user feedback. These
metrics enable us to collect data that has been validated
through community engagement. By focusing on these in-
dicators, we identify a subset of high-quality results.
Filtering: Following the initial collection, we implement a
rigorous filtering process to ensure data quality. This in-
volves excluding demonstrations associated with inactive

or outdated models, removing duplicates, and filtering out
NSFW content. This careful curation refined the dataset to
include the most effective demonstrations. Ultimately, this
process results in a curated set of 44,881 high-quality hu-
man demonstrations across 6,807 unique models.

3.1.2 LLM-Driven Role-Play for Chatting Generation

While the demonstrations collected from communities in-
clude the essential procedural information needed for au-
tomation, they lack a critical element: freestyle chatting in-
puts. Such data is not available on open platforms, which
has been a key limitation for previous methods [49]. To
address this, we propose an LLM-Driven Role-Play strat-
egy for Chatting Generation. As shown in Figure 2, we
predefine over 100 roles from everyday life (e.g., students,
doctors, professors) and prompt the LLM to simulate these
roles, translating each demonstration into freestyle chatting
input with tones and habits of the character. This approach
significantly enhances data diversity and creates more life-
like inputs. To further enhance reverse synthesis diversity,
we incorporate multiple LLMs, adjust diversity arguments,
and use BERTScore [48] to filter out overly similar inputs.

Additionally, we define three types of freestyle input for-
mats: single-input, consisting of a single chatting-style sen-
tence; multimodal-input, combining a sentence with an im-
age; and history-input, comprising multiple rounds of dia-
logue history. These formats effectively simulate how users
typically inquire about image generation needs, greatly ex-
panding the practical value of automatic T2I. An example
of the single-input prompt is shown in the following. Addi-
tional prompts and details are provided in the Appendix.

Prompt: Sing-Input chatting generation

System: You are a professional user experience designer who plays
various personas to convert complex and professional content for non-
professional users. Please merge the following prompt and model in-
formation into a single freestyle query. Remove any obvious details
that non-professional users would avoid. Make it similar to what non-
professional users may write. The converted single-text query should
be colloquial and as brief as possible.
Require: {ROLE}, {PROMPT}, {MODEL}, {Example 1,...,n}
Input: You are playing the {ROLE}. Please generate a single
text query based on the following professional {PROMPT} for the
{MODEL}. You can refer to following examples: {Example 1,...,n}.
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Table 1. Comparison of different methods for benchmarking automatic text-to-image generation.

TrainSet
(# Numbers)

TestSet
(# Numbers)

Based
Models?

Step-wise
Evaluation?

Freestyle
User-input?

Multi-modal
Support?

History
Support?

BeautifulPrompt [4] 143K 2K Single ✗ ✓ ✗ ✗
DiffChat [38] 234K 5K Single ✗ ✓ ✗ ✓

DiffusionGPT [28] - - Multi(≈20) ✗ ✓ ✗ ✗
DABench [49] 40K 5K Multi(5K) ✗ ✗ ✗ ✗

ChatGenBench 256K 14K Multi(6K) ✓ ✓ ✓ ✓

Table 2. Summary of dataset statistics.

Dataset Total Single M-Modal History

TrainSet 256,606 147,888 69,548 39,170
TestSet Init 74,364 42,838 20,214 11,312

Benchmark 14,564 11,011 1,668 1,132

Supervised 10,240 8,009 1,099 1,132
Few-Shot 4,324 3,002 569 753

3.1.3 Benchmark Construction

Following the above steps, we generate 330,970 freestyle
inputs from 44,881 demonstrations. Considering the large-
scale generated data, we don’t randomly split a test set for
benchmarking. Instead, we carefully select high-quality,
non-overlapping samples as the benchmark for evaluation.
The selection involves the following steps:
TestSet Split: We split the data based on model origin. For
data associated with the same model, we use BERTScore to
assess the similarity between samples. From this, we select
about 20% most semantically distinct data as initial TestSet
in Table 2. This maximizes non-overlap with TrainSet.
TestSet Filtering: Building on the initial TestSet, we per-
form multiple filtering rounds to ensure the final ChatGen-
Bench’s quality. This involves the following steps:
• Length Filtering: Remove excessively long entries or

those with too many dialogue turns for consistency.
• Colloquialism Check: Utilize the Spacy [35] module to

filter data for alignment with natural, everyday language.
• LLM-Based Evaluation: Employ LLM to assess and se-

lect data that best matches the chatting tone.
• Manual Verification: Manual verification is conducted to

eliminate any inappropriate or irrelevant samples.
Details of each step are provided in the Appendix.

Through this rigorous process, we refine the initial 74,364
entries to a final set of 14,564 high-quality, freestyle chat-
ting samples, constituting the novel benchmark.
Setting Division: In practical scenarios, new models of-
ten have limited demonstration data, underscoring the im-
portance of evaluations under constrained data. There-
fore, we further divide ChatGenBench into two set-
tings—Supervised and Few-shot—based on the availability
of samples for each model in the TrainSet. The complete
data composition is detailed in Table 2.

3.1.4 Benchmark Analysis

ChatGenBench offers distinct advantages over previous
benchmarks, as summarized in Table 1. On the data level,
ChatGenBench includes large-scale high-quality data and a
broader range of T2I models. Additionally, human demon-
strations provide relative ground truth across each step,
allowing for step-wise evaluation that pinpoints potential
challenges in automation models. ChatGenBench is also
the novel benchmark to support multiple input types, mak-
ing it more aligned with real-world scenarios.

3.2. ChatGen: Achieving Automatic T2I

Our goal is to train the model capable of processing
freestyle user inputs and generating the necessary compo-
nents for image generation (prompt, model, and argument),
thereby achieving Automatic T2I. In this section, we first
introduce a baseline method, ChatGen-Base. We then ana-
lyze the limitations of this approach and subsequently pro-
pose ChatGen-Evo, which leverages the multi-stage evolu-
tion strategy to enhance performance.

3.2.1 ChatGen-Base with SFT

We first apply supervised fine-tuning (SFT) to develop the
ChatGen-Base model as an intuitive baseline. Given a set
of freestyle chatting inputs c (which may include text, im-
ages, and historical context) and their corresponding out-
puts comprising prompt p, model m, and argument r, we
use the auto-regressive objective to maximize the following
loss:

Lbase
sft = −

∑
t

logPπ(p,m, r | c, ∗<t). (1)

ChatGen-Base satisfies the essential requirements for
generating outputs, including handling diverse input modal-
ities and producing corresponding responses. However,
even after fine-tuning SOTA open-source MLLMs, the
model frequently produces unsatisfactory results.

We attribute this to the complexity of automatic T2I,
which requires multi-step reasoning. The quality of gener-
ated prompts directly impacts model selection, while model
selection serves as a prerequisite for argument configura-
tion. Previous studies [21, 25, 40] have shown that directly
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Figure 3. Illustration of the framework for ChatGen-Base and ChatGen-Evo.

predicting answers often fails in multi-step reasoning tasks.
Additionally, supervised fine-tuning tends to encourage the
model to learn simple text mappings instead of developing
skills needed for automation, leading to poor generalization.

3.2.2 ChatGen-Evo

To address the limitations of ChatGen-Base, we propose
ChatGen-Evo, which trains MLLM M using a multi-stage
evolution strategy. Instead of relying on final outcome su-
pervision as in traditional fine-tuning, the multi-stage evo-
lution strategy in ChatGen-Evo employs stage supervision.
By providing more precise feedback at each stage, this ap-
proach gradually enables the MLLM to acquire the neces-
sary capabilities for automated T2I. As shown in Figure 3,
the training process includes three main stages:
Stage 1: Prompt Writing via SFT. We first train the
MLLM using SFT with pairs of freestyle inputs and high-
quality prompts. Different from the objective in ChatGen-
base, the current stage focuses on a more specific and sim-
plified task instead:

Lstage1
sft = −

∑
t

logPπ(p | c′, ∗<t). (2)

Here, c′ represents the freestyle input with a prompt pre-
fix that clarifies the task being performed. This prefix
helps preserve the MLLM’s original capabilities, minimiz-
ing catastrophic forgetting [22]. Through this stage, the
model learns how to rewrite inputs into effective prompts.
Stage 2: Model Selection via ModelToken. We intro-
duce the ModelToken strategy to equip the model with
model selection capabilities without impacting the prompt-
writing ability learned in Stage 1. Inspired by token learn-
ing [10, 15], ModelToken extends this approach by repre-
senting each candidate T2I model as a unique token within
the MLLM’s vocabulary. Specifically, the model tokens are
parameterized as an embedding matrix WM ∈ R|M|×d and
appended to the original word token matrix Wν ∈ R|V|×d.

ModelToken Training: during training, the user input c
and prompt p are concatenated as a prefix, with the special
model token <Model i> appended as the ground truth for
next-token prediction. The training objective is:

L(WM) = − logPπ(<Model i>|c, p). (3)

Unlike typical next-token prediction training, the embed-
ding matrix WM represents the only tunable parameters,
significantly enhancing training efficiency. With a small pa-
rameter size, fewer training samples are required, improv-
ing performance in scenarios with limited data.

Inference for Model Selection: Once the embedding
matrix is trained, the inference process concatenates the
model token and original word token, forming the new lan-
guage modeling head of the MLLM. In this way, the MLLM
predicts the next token with the following probability:

Pπ(m|c, p) = softmax([Wν ;WM] · hi−1), (4)

where the operation [; ] denotes concatenation, and hi−1 ∈
Rd represents the last hidden state. Once a model token is
predicted, the MLLM stops decoding, and the correspond-
ing model m is selected. Additionally, information such
as the model’s description and demonstrations is loaded for
subsequent use. After Stage 2, the model not only retains
its prompt-writing skills but also learns to select models.

Stage 3: Argument Configuration via In-Context Learn-
ing. After the above two stages, we have obtained the
prompt p and model m from the original user input c. The
model now needs to generate the appropriate argument con-
figuration to complete the final generation. Due to the care-
ful design of the previous stages, the model’s in-context
learning ability is maximally preserved. Therefore, we
adopt a training-free approach: we guide the MLLM us-
ing in-context demonstrations of m, the user’s original in-
put c, and the rewritten prompt p. The MLLM can follow
the demonstration pattern to complete the parameter config-
uration for the current user request:
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a = M(c, p,D(m)), (5)

where D(m) represents the set of demonstrations for model
m in the training dataset. Thanks to the prior acquisition
of the relevant model and prompt in earlier stages, this ap-
proach frees up context space, enabling extensive demon-
strations. Additionally, the train-free approach avoids inter-
fering with the trained model from the previous two stages.

4. Experiment
We conduct a comprehensive evaluation of various methods
on the novel ChatGenBench. First, in section 4.2, we com-
pare ChatGen-Evo with other baseline models, highlight-
ing the efficacy and efficiency of our multi-stage evolution
strategy. Next, in section 4.3, we perform extensive abla-
tion studies, uncovering the impact of each step on the final
results and providing valuable insights. Finally, we provide
visualizations of the generated images in section 4.4.

4.1. Experimental Settings

Training Setups. We adopt InternVL2 [5] as the base
MLLM, fully fine-tuning it for both ChatGen-Base and the
first stage of ChatGen-Evo. In the second stage of ChatGen-
Evo, all model parameters are frozen except for the Model-
Token embeddings. We employ the AdamW optimizer with
a learning rate of 4e-5 and a weight decay of 1.0 over 5
epochs, maintaining these settings consistently across train-
ing stages. All experiments are conducted on 8 A100 GPUs.

Metrics for Step-wise Evaluation: Leveraging the com-
prehensive process data in ChatGenBench, we introduce the
step-wise evaluation metrics to assess the distinct abilities
of automatic T2I models in key stages:
• Prompt BERTScore: To assess prompt rewriting ability,

we use BERTScore [48] to compare predicted prompts
with high-quality, human-validated prompts. BERTScore
leverages pre-trained contextual embeddings to match
words in candidate and reference sentences. The met-
ric ranges from 0 to 1, with 1 indicating highly similar
meanings and 0 signifying complete dissimilarity.

• Selection Accuracy: We calculate the accuracy of model
selection by comparing the predicted T2I model with the
human-validated model.

• Argument Accuracy: We evaluate argument configura-
tion by calculating the exact match accuracy between the
predicted and human-validated arguments. The overall
accuracy is obtained by averaging individual arguments.

It is important to note that obtaining the absolute ground
truth across all stages is nearly impossible due to the infi-
nite search space. Therefore, we use human-validated high-
quality records as relative ground truth. While these are
not absolute, the comprehensive evaluation of the large-
scale benchmark is able to reflect the capabilities of automa-
tion models, as confirmed by experimental results.

Image Quality Evaluation: We use HPS v2 [41] and Im-
ageReward [42] metrics to assess the quality of generated
images, reflecting alignment with human preferences. Ad-
ditionally, we employ FID and CLIP Score to evaluate how
well the generated images meet user requirements. FID [12]
measures the distance between automatically generated im-
ages and human-validated high-quality images, while CLIP
Score [11] calculates the similarity between the generated
images and human-validated prompts. To provide an intu-
itive and comprehensive measure of image quality, we nor-
malize and combine these four metrics into an aggregated
score, Unified Metric [49]. Details of each metric and the
calculation of Unified Metric are presented in the Appendix.

Baseline Without Fine-Tuning. We further establish a
baseline that uses the default in-context learning capabilities
of the MLLM for prompt rewriting, along with a single Sta-
ble Diffusion model and a fixed set of default parameters.
This baseline helps emphasize the significance of prompt
rewriting and multi-model utilization.

4.2. Main Experiment

4.2.1 Quantitative Results

Table 3 presents the main quantitative results of ChatGen-
Evo compared to different baselines. Overall, ChatGen-
Evo significantly outperforms other methods across all met-
rics, including both step-wise and final image quality eval-
uations. Specifically, the low performance of the baseline
highlights the importance of effective prompt rewriting and
multi-model selection, underscoring the necessity of ded-
icated Automatic T2I methods. Additionally, fine-tuning
MLLMs with progressively larger parameter scales yields
steady performance improvements. Remarkably, ChatGen-
Evo achieves performance comparable to ChatGen-Base at
8B, despite utilizing a significantly smaller parameter scale.

The comparisons across different settings provide fur-
ther insights. Prompt rewriting ability demonstrates strong
generalizability, effectively transferring to rarely seen mod-
els. The higher few-shot performance can be attributed to
the bias in data distribution between the two settings, as
reflected in the “Baseline” results, which reveal a differ-
ence of approximately 0.3. In contrast, model selection and
parameter configuration show a noticeable decline in per-
formance under few-shot conditions, highlighting their re-
liance on more training samples. Therefore, exploring the
scaling laws of prompt rewriting and enhancing model se-
lection in few-shot scenarios are promising directions.

4.2.2 Human Evaluation

We conduct a user study using pairwise comparisons to
further evaluate ChatGen-Base(8B) and ChatGen-Evo(2B).
Users are presented with two images generated from the
same input: one by ChatGen-Base and the other by
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Table 3. The Step-wise and Final evaluation results of different methods on ChatGenBench.

Step-wise Evaluation Final Evaluation
Prompt

BertScore ↑
Selection

Acc ↑
Config
Acc ↑

FID
Score ↓

CLIP
Score ↑

HPS
v2 ↑

Image
Reward ↑

Unified
Metric ↑

Supervised

Baseline 0.026 - - 32.7 64.6 20.2 -34.6 37.3
ChatGen-Base(2B) 0.184 0.206 0.384 21.3 69.9 23.5 2.4 59.0
ChatGen-Base(4B) 0.197 0.230 0.490 20.7 70.0 23.4 1.5 58.7
ChatGen-Base(8B) 0.208 0.264 0.509 20.8 70.7 23.9 4.0 60.7
ChatGen-Evo (2B) 0.247 0.328 0.537 19.1 72.9 25.1 8.9 65.9

Few-shot

Baseline 0.055 - - 54.4 63.4 20.0 -40.2 29.7
ChatGen-Base(2B) 0.221 0.153 0.349 42.8 69.1 23.3 -4.8 51.1
ChatGen-Base(4B) 0.236 0.171 0.448 41.2 69.4 23.4 -4.3 51.9
ChatGen-Base(8B) 0.252 0.201 0.462 41.4 70.6 23.4 -3.1 52.5
ChatGen-Evo (2B) 0.283 0.231 0.493 40.7 72.5 25.0 5.1 59.2

Table 4. Efficiency comparison. Training efficiency is measured in
GPU hours, while inference is expressed as the seconds required to
process each data. The training was conducted on 8 A100 GPUs,
and inference was performed on a single A100 80GB GPU.

Method Params Training Inference

ChatGen-Base(2B) 2.21B 76h 1.1s
ChatGen-Base(8B) 8.08B 240h 2.3s
ChatGen-Evo(2B) 2.24B 100h 1.9s

ChatGen-Evo. It is tasked with selecting the image that bet-
ter matches the image quality and relevance to the given in-
put. We sample 2,000 image pairs for supervised and 1,000
for few-shot. More details are provided in the Appendix.

As shown in Figure 4, the human evaluation results are
consistent with the quantitative metrics, highlighting that
ChatGen-Evo outperforms ChatGen-Base in both image
quality and relevance. Additionally, in few-shot settings,
ChatGen-Evo demonstrates a higher win rate, showcasing
the effectiveness of our approach in data-scarce scenarios.

4.2.3 Efficiency Comparison

Similar to existing multi-stage reasoning methods [25, 40,
46], ChatGen-Evo does not offer an efficiency advantage
over direct prediction approaches like ChatGen-Base. How-
ever, the significant performance gains more than compen-
sate for this drawback. As shown in Table 4, ChatGen-Evo
achieves the performance level of ChatGen-Base at 8B pa-
rameters using only 2B parameters. Therefore, when com-

(a) Supervised Setting
Relevance

Quality 

335 539 1126

638 422 940

56%

47%
Win Rate

ChatGen-Base Win Tie ChatGen-Evo Win

(b) Few-Shot Setting
Relevance

Quality 

102 185 713

345 124 531

71%

53%

Figure 4. User study results of ChatGen-Base and ChatGen-Evo.

Table 5. Ablation experiments on the supervised setting.

Stage Methods
Step

Score ↑
FID

Score ↓
Image

Reward ↑
Unified
Metric ↑

Prompt
Writing

Baseline 0.026 19.3 -13.1 50.8
Chat-Base 0.184 21.3 3.1 59.7
Chat-Evo 0.247 17.6 10.5 66.8

Model
Selection

Chat-Base 0.206 20.5 9.1 66.0
Chat-Evo 0.553 18.2 16.8 69.7

Argument
Setting

Chat-Base 0.384 17.9 10.4 69.1
Chat-Evo 0.871 17.1 17.9 70.3

paring efficiency under equal performance, ChatGen-Evo
maintains a relative advantage over ChatGen-Base.

4.3. Analysis

4.3.1 Capability Analysis.

We conduct ablation experiments on ChatGenBench to
evaluate the contribution of individual steps to final perfor-
mance by providing ground truth for the other steps.
Prompt Writing: We first compare the prompt writing ca-
pabilities of different methods, along with their final per-
formance. In these experiments, each method’s predicted
prompt was passed along with the correct model and argu-
ment. As shown in Table 5, all methods exhibit noticeable
gaps compared to human-validated prompts, emphasizing
the complexity of prompt rewriting. Comparisons with the
results in Table 3 also highlight the further improvements
achieved by selecting the correct model and arguments, par-
ticularly for the “Baseline” methods. Moreover, variations
in prompts significantly influence the final results, high-
lighting its critical role in Automatic T2I.
Model Selection: Table 5 also shows the impact of model
selection where human-validated prompt and argument are
provided. With well-crafted prompts, ChatGen-Evo demon-
strates a substantial performance boost from 32.8% to
55.3%, indicating the strong influence of prompt quality
on model selection accuracy. This supports our perspec-
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Let's craft a fierce anime warrior maiden, 
ablaze with power and passion! 

Imagine a fluffy cyberpunk critter in a detailed, 
artsy, and concept style. Keep the image perfect !  

Do you reckon we could mix pirates and punk 
for a car design? Make Something stands out.

I want the final image echoes the 
reference's gritty, comic-inspired style? 

reference
image

Can we create the image similar to the original, 
with soft colors and intricate details? 

reference
image

Recreate the intricate patterns of the reference, 
blending realism and dreamlike qualities? 

reference
image

Default SD ChatGen-Base ChatGen-Evo Default SD ChatGen-Base ChatGen-Evo Default SD ChatGen-Base ChatGen-Evo

ChatGen-Base ChatGen-Evo ChatGen-Base

Creat Van Gogh painting 
of a human-like possum!

It‘s holding a fruit basket.

Round 1 Round 2

With vibrant yellows, deep 
blue colors for fruits!

Hey, you know Flandre 
Scarlet? Create an 
image for her!

Picture her having a 
blast in a creek, all cute 
and nature!

Round 1 Round 2 Round 3

ChatGen-Evo

Figure 5. Examples of images generated by different methods. Three rows represent single, multi-modal and historical inputs, respectively.

tive that Automatic T2I fundamentally involves multi-step
reasoning. In contrast, ChatGen-Base, which directly pre-
dicts all results, fails to adapt and thus produces unchanged
outputs. Furthermore, these results also emphasize the sub-
stantial impact of model selection on overall performance.
Argument Configuration: When provided with high-
quality prompts and appropriate model selection, ChatGen-
Evo exhibits notable performance improvements. It im-
proves configuration accuracy from 53.7% to 87.1% and
Unified Score from 65.9 to 70.3. Overall, while argument
configuration has a relatively smaller impact compared to
previous stages, it remains a crucial component.

The above findings suggest that outcomes in earlier
steps significantly influence predictions in subsequent ones.
Therefore, exploring more reasoning methods for advanc-
ing automatic T2I represents a promising research direction.

4.3.2 Input Type Analysis.

Table 6 presents ChatGen-Evo performance across different
input types. Multimodal inputs lead to better performance,
as images may offer clearer prompt and model identification
cues compared to text alone. Additionally, handling histori-
cal data remains a significant challenge, with the lowest per-
formance across all metrics. These results point to valuable
directions in enhancing history-based prompt generation.

4.4. Visualizations

Figure 5 presents examples of images generated by differ-
ent methods. In the first row, ChatGen-Evo understands
user requirements and identifies suitable models to gener-
ate style-matching images. The second row demonstrates

Table 6. The evaluation results of different input types.

Input
Type

Step-wise Evaluation Final
Prompt

BertScore ↑
Selection

Acc ↑
Config
Acc ↑

Unified
Score ↑

Single 0.252 0.331 0.539 68.1
M-Modal 0.277 0.381 0.554 69.3
History 0.165 0.259 0.505 60.1

results based on multi-modal user inputs, where ChatGen-
Evo shows a superior understanding of the reference image
and preserves more details to generate refined outputs. The
third row illustrates ChatGen-Evo’s capability in handling
historical data, ensuring that each step inherits the previous
style while making appropriate modifications.

5. Conclusion

Our research aims to automate tedious steps in T2I gen-
eration, allowing users to simply describe their needs in a
freestyle chatting way. We introduce ChatGenBench for
benchmarking Automatic T2I task. It includes high-quality
paired data with diverse freestyle user inputs, enabling com-
prehensive evaluation across all steps. Furthermore, we ar-
gue that Automatic T2I should be regarded as a multi-step
reasoning task. Consequently, we propose ChatGen-Evo,
a multi-stage evolution strategy that progressively equips
models with essential automation skills. Extensive evalua-
tions not only demonstrate the superiority of ChatGen-Evo
but also provide valuable insights for advancing Automatic
T2I. We believe this represents a significant step toward the
future of automated generative models.
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