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Abstract

Multi-graph matching is an important problem in computer
vision. Our task comes from bioimaging, where a set of 100
3D-microscopic images of worms have to be brought into
correspondence. Surprisingly, virtually all existing meth-
ods are not applicable to this large-scale, real-world prob-
lem since they either assume a complete or dense problem
setting, and they have so far only been applied to small-
scale, toy or synthetic problems. Despite claims in litera-
ture that methods addressing complete multi-graph match-
ing are applicable in an incomplete setting, our first con-
tribution is to prove that their runtime would be excessive
and impractical. Our second contribution is a new method
for incomplete multi-graph matching that applies to real-
world, larger-scale problems. We experimentally show that
for our bioimaging application we are able to attain results
in less than two minutes, whereas the only competing ap-
proach requires at least half an hour while producing far
worse results. Furthermore, even for small-scale, dense or
complete problem instances we achieve results that are at
least on par with the leading methods, but an order of mag-
nitude faster.

1. Introduction

Establishing correspondences across multiple finite sets is
a fundamental combinatorial problem important for 3D
model retrieval [32], shape matching [16, 38], statistical
shape modeling [18, 47], federated learning [28], and ge-
nomic data analysis [11]. Typically, each object, such as an
image or shape, is represented by a set of keypoints, which
stand for semantically meaningful parts of an object. The
task is to bring these keypoints into correspondence. Fig. 2
shows the primary application of our work, where 100 C. el-
egans worms have to be matched, and the keypoints are
candidates for nuclei. This is a large-scale problem with
about 45M possible keypoint correspondences, a factor of
89 more than previously considered. Given a matching, bi-
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Figure 1. Multi-graph matching and cycle consistency. Shown
are three objects (solid rectangles) V p, V q, V r , whose keypoints
(circles) must be matched (edges). By construction, the setting is
incomplete since V r has 4 keypoints, whereas V p, V q only 3. The
blue and green matchings are cycle-consistent and form cliques
in the shown 3-partite graph. The orange matching is not cycle-
consistent and as such does not form a clique. Examples of linear
and quadratic costs (dashed arrows) and their associated matchings
are also shown.

ologist can extract various statistics [29] about the worm.
The matching must satisfy several conditions, see Fig. 1:
• Uniqueness. Each keypoint of a given object can be

matched to at most one keypoint of any other object. If
“at most” is substituted by “exactly”, one speaks of a com-
plete and otherwise of an incomplete matching. Due to
occlusions or noise during the keypoint extraction pro-
cess, the incomplete setting is prevalent in practice.

• Cycle consistency. If keypoint 1 in object V p is matched
to keypoint 2 in object V q and keypoint 3 in object V r,
then keypoint 2 must be matched to keypoint 3. Similar
transitivity conditions must hold for all matching cycles
across arbitrary object subsets.

• Costs. Matchings must be minimal w.r.t. the given costs,
quantifying the similarity between all keypoints. Costs
for d objects decompose into a sum of costs for each of the
d(d−1)/2 object pairs. The latter, in turn, are sums of lin-
ear, keypoint-to-keypoint costs and quadratic, keypoint-
pair-to-keypoint-pair costs. Quadratic costs allow the
modeling of mutual geometric relations between key-
points, considerably improving matching accuracy [17].

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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Figure 2. Two exemplary worms from the considered datasets, side view. We visualize the keypoints as small circles, which represent
candidates for a possible nuclei at the respective 3D location. This forms the input to the multi-graph matching problem, and it can be
observed that even for humans it is a very challenging task to bring the correct keypoints into correspondence. The problem setting is
incomplete since the blue worm has 555 keypoints, the orange one 565 and the total number of nuclei in each worm is exactly 558.
Furthermore, for computational reasons the problem setting has to be sparse. Only about 3% of possible keypoint-to-keypoint matchings
are allowed, i.e., have finite costs. For pre-processing steps like straightening of the worms and cost definitions see [22].

The problem combining these conditions is known as multi-
graph matching (MGM), and it is NP-hard [14, 43] in gen-
eral. Note, the term graph originally stems from interpret-
ing objects as graphs and deriving quadratic costs from dif-
ferences of respective edge attributes. We call an MGM
problem sparse if most keypoint-to-keypoint matchings are
forbidden (otherwise allowed). An MGM problem where
all matchings are allowed is called dense.

Fig. 2 shows two exemplary worms with a different
number of keypoints, moreover, only a small fraction of
keypoint-to-keypoint matchings are allowed. Hence, by
construction, we are given an incomplete MGM problem
with a sparse cost structure. Despite finding a good match-
ing, certainly runtime also plays a key role. Firstly, a
fast method may scale better for problems with a larger
number of worms. Secondly, the cost structure has so far
been designed, and partly learned, using biologically mo-
tivated prior knowledge. In the future, a next step is to
learn, at least, some hyper-parameters of the model with
e.g. Bayesian optimization [40], such as the cost of forcing
keypoints to be matched. This means that the MGM task is
inside a learning-loop and hence must be solved in reason-
able runtime. Thirdly, MGM has so far been used rarely in
practical applications, apart from bioimaging. We conjec-
ture that the reason is a lack of good and fast MGM solvers.

Our contributions are as follows: (1) We prove that
methods addressing the complete multi-graph matching
problem are not practically applicable in an incomplete
setting, since their runtime becomes excessive. (2) We
present a new algorithm, GREEDA, for efficiently solving
the incomplete multi-graph matching problem with sparse
costs, which can handle linear, quadratic, and, theocrati-
cally, any higher-order costs. (3) We considerably outper-
form the state-of-the-art methods for matching the large-
scale worms-100 dataset, both in terms of runtime and total
costs. Furthermore, for small-scale toy and synthetic data
we are better or on par with the leading methods but at
least an order of magnitude faster, depending on problem
size. Our code is available at https://github.com/
vislearn/multi-matching-optimization.

2. Real-world applicability of MGM methods
Large-scale MGMs in bioimaging applications, as in Fig. 2,
have two decisive properties hardly covered by existing
MGM algorithms: Incompleteness and sparsity. Whereas
incomplete MGMs naturally arise due to noise in images
and pre-processing steps like segmentation, sparsity allows
to limit the size of the problem and encode important spatial
relationships. Limiting the size is important as the number
of quadratic costs grows as O(n4d2), where n is the num-
ber of keypoints and d the number of objects. Hence, dense
MGMs with n > 100 become practically infeasible. Addi-
tionally, e.g., forbidding the matching of nuclei in the head
of a worm to those in its tail is an important natural prior
(see Fig. 2).
Complete vs. incomplete MGM. Many approaches [5,
43, 48, 50, 51] only treat complete MGM. Despite popu-
lar claims to the contrary, there is no straightforward and
efficient way to apply them to the incomplete case. While
a polynomial reduction from incomplete to complete graph
matching exists [17], its often-mentioned generalization to
MGM, e.g., [48, 50, 51], is prohibitively expensive. Trans-
forming an incomplete MGM problem with d objects, each
with n keypoints, into a complete one results in nd key-
points in each of the d objects, see Suppl. D. This makes
any complete MGM algorithm impractical. The following
theorem proven in Suppl. D essentially states that there ex-
ists no significantly better reduction.

Theorem 1. Let B be a complete MGM problem instance
that is a clique-wise reduction of an incomplete MGM prob-
lem instance A. Let A have |V | vertices in total. Than each
object in B has at least |V | vertices.

In turn, our approach applies to incomplete MGMs directly.
Sparse problems. As defined above, an MGM problem
is sparse if most keypoint-to-keypoint matchings are for-
bidden. In practice, forbidden matches are modeled by in-
finite costs that are only implicitly present in the problem
description [17, 42, 44], rendering the latter sparse. How-
ever, many methods, especially the solution construction
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and synchronization ones, discussed in the following para-
graph, do not apply to infinite costs. Even worse, they often
fail to reconcile infinite costs with their assumptions, e.g.,
by heavily relying on spectral methods [1, 8, 34]. In con-
trast, our method guarantees to return only allowed, finite-
cost matchings for sparse problems.

3. Related work
Graph matching (GM) refers to the well-studied [17] spe-
cial case of matching two objects. Similar to MGM, one dis-
tinguishes complete and incomplete GM. Complete GM is
also known as the NP-hard [35] quadratic assignment prob-
lem (QAP) [26] or, if quadratic costs are zero, the polyno-
mially solvable [25] linear assignment problem (LAP) [10].
MGM can be viewed as d(d− 1)/2 GM problems between
all object pairs, coupled via cycle consistency constraints. If
we wish to distinguish between cost orders similar to GM,
we refer to (complete or incomplete) MGM as Multi-QAP
and, respectively, as Multi-LAP if quadratic costs are zero.
Unlike the LAP, the Multi-LAP is NP-hard [14, 43]. As a
result of this coupled structure, GM solvers are an essential
but interchangeable component of many MGM methods, in-
cluding those considered in this work. We utilize the GM
solver [20] as a GM subroutine since it shows the best re-
sults in the recent GM benchmark [17].
Multi-graph matching Although MGM has not yet re-
ceived the same attention as GM, several types of solvers
have been proposed in recent years. In the following we
review their ability to deal with incomplete and sparse
MGMs. The works most closely related to our algorithm
are additionally addressed in Sec. 4.

GM-solver-based primal heuristics is probably the
largest class of MGM algorithms including ours. These
methods usually consist of construction and local search
subroutines that employ a GM solver as their decisive com-
ponent. Construction methods are usually based on the
composition principle: They assign a matching between
two objects by composition via a third one. This third object
is either iteratively chosen w.r.t. a metric combining costs
and a (pairwise) consistency measure [21, 49] or is a node in
a spanning tree [43, 50, 51] of the complete graph connect-
ing all objects as its nodes. Whereas the first subclass does
not even guarantee cycle consistency of the result, the sec-
ond cannot address sparse problems as forbidden matchings
are often selected through composition. Moreover, existing
methods of this type consider only complete MGMs.

In contrast, our approach extends a feasible solution con-
sisting of k ≤ d objects by one object in each iteration until
the solution includes all objects, i.e., k = d. In combination
with the incomplete GM solver [20], it guarantees a cycle-
consistent and allowed matching.

Local search subroutines are usually based on the obser-
vation that cycle-consistent matchings can be improved by
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Figure 3. Conceptual diagram of our MGM method GREEDA.
GREEDA is composed of three parts – a construction heuris-
tic (Sec. 4.2) and two local search heuristics GM-LS (Sec. 4.3),
SWAP-LS (Sec. 4.4).

re-matching one object to the remaining, already matched
(d− 1) objects, see Fig. 4. It turns out that this re-matching
constitutes a GM problem. Hence, one can iteratively re-
match different objects utilizing a GM solver. We refer to
this algorithm as GM local search (GM-LS), see Sec. 4.3
for details. This idea was initially proposed by [4] for
the closely related multi-dimensional assignment problem
(MDAP) and then independently for different MGM vari-
ants [43, 48, 50, 51]. Similarly to the construction subrou-
tine, existing works explicitly consider local search only for
the complete problem.

In this work we parallelize GM local search and make
it applicable to incomplete sparse MGMs. We also propose
another local search method, referred to as (clique) swap
local search, and so far unknown in the computer vision lit-
erature. The related work from the operations research is
discussed in Sec. 4.4.

Synchronization approaches [12, 13, 39] first indepen-
dently solve all pairwise GM problems, which induces a
cycle-inconsistent matching. Afterward, they try to find
a cycle-consistent approximation by changing a minimal
number of matchings [1, 8, 30]. Such synchronization
methods often serve as a subroutine for convex-relaxation-
based MGM solvers, e.g., [5, 41]. However, they are ex-
pensive and prone to suboptimal decisions as they require
the solution of d(d − 1)/2 GM problems and ignore costs
during the approximation. Due to the latter, existing syn-
chronization methods also fail to deal with sparse problems
because they often introduce “blunders” in choosing for-
bidden matchings. In contrast, our algorithm considers the
problem costs in any of its stages and thus avoids blunders.

Convex relaxation-based methods is probably the small-
est subclass among existing MGM techniques. The
work [5] considers lifting-free quadratic relaxation, but ad-
dresses complete problems only. The work [24] proposes
a powerful semi-definite relaxation for incomplete MGMs,
but its scalability is strongly limited due to variable lifting,
as mentioned by the authors. The closest competitor for
our method is the Lagrange relaxation-based method [41],
able to deal with incomplete sparse problems. In Sec. 5 we
demonstrate, however, that our algorithm significantly out-
performs [41] in terms of runtime and objective value.
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4. Our method

In Sec. 4.1, we formalize the MGM problem. In Secs. 4.2
to 4.4, we describe each individual building block of our
method, which is summarized in Fig. 3, along with the
respective technical contribution. We term our method
GREEDA alluding to the greedy nature of our construction
algorithm, see Sec. 4.2.

4.1. Formal problem definition

Graph matching concerns itself with matching two fi-
nite keypoint sets V 1 and V 2, further referred to as ver-
tex sets or objects. It considers the undirected complete bi-
partite graph G =

(
V := V 1 ∪ V 2, E := V 1 × V 2

)
with

objects V 1 and V 2 as independent sets, where an edge
ij := (i, j) ∈ E corresponds to matching vertex i ∈ V 1

to vertex j ∈ V 2. Although discussing undirected graphs,
we write the edge set E as a Cartesian product V 1 × V 2

to emphasize the two independent sets V 1 and V 2. Due
to their independence, we can always identify directed with
undirected edges. An incomplete matching between object
V 1 and V 2 is defined as subset of edges E ⊂ E containing
at most one incident edge for each vertex. Complete match-
ings, conversely, contain exactly one incident edge for each
vertex, which demands equal cardinalities of both objects
|V 1| = |V 2|. The goal of GM is to find minimal matchings
w.r.t. given costs C :

(
V 1 × V 2

)2 7→ R. In the matrix iden-
tification C(i, s, j, t) = Cis,jt, diagonal entries Cis,is de-
scribe linear costs, and off-diagonal entries quadratic costs,
see Fig. 1. Linear costs Cis,is penalize vertex-to-vertex
correspondences, i.e., matching vertex i ∈ V 1 to vertex
s ∈ V 2, whereby infinite costs Cis,is = ∞ forbid such
a matching. Quadratic costs Cis,jt, in turn, penalize vertex-
pair-to-vertex-pair correspondences, i.e., matching the pair
(i, j) ∈ V 1 × V 1 to the pair (s, t) ∈ V 2 × V 2.
Multi-graph matching generalizes GM by matching mul-
tiple, d ∈ N≥3 objects V p, p ∈ [d] := [1, d] ∩ N, w.r.t.
costs between all pairs Cp,q : (V p × V q)

2 7→ R, p ̸= q,
p, q ∈ [d]. Instead of a bipartite graph, it considers the undi-
rected complete d-partite graph G =

(
V := ∪p∈[d]V

p, E
)

with objects V p as independent sets. Incomplete multi-
matchings are subsets of edges E ⊂ E s.t. any vertex is
incident to at most one edge connecting the same objects.
Similar to GM, complete multi-matchings require exactly
one such edge and equal cardinalities of objects.
Cycle consistency. A multi-matching E ⊂ E is cycle-
consistent if each path in E can be extended within E to a
cycle with at most one vertex per object. As shown in [41],
enforcing this for all 3-cycles is sufficient. That is, a multi-
matching E ⊂ E is cycle-consistent iff ij ∈ E and jk ∈ E
imply ik ∈ E for all i, j, k ∈ V , see Fig. 1.
Clique representation. In [45], it was shown that a multi-
matching E ⊂ E is cycle-consistent iff the corresponding

subgraph G = (V,E) is a union of cliques, i.e., there exist
partitions {Ql}l∈L of vertices V and {El}l∈L of edges E
indexed via the same finite set L, s.t. for each index l ∈ L
the subgraph G|Ql

restricted to part Ql is a clique with
edges El. Therefore, cycle-consistent multi-matchings are
induced by vertex partitions Q where any part Q ∈ Q con-
tains at most one element per object V p, i.e., |Q∩V p| ≤ 1,
see Fig. 1. They translate to multi-matchings by consider-
ing elements of the same part Q as matched to each other.
We call such vertex partitions feasible and denote the set
of feasible vertex partitions or solutions as Q. The set of
feasible partitions over the vertices V D :=

⋃
p∈D V p of an

object subset D ⊆ [d] is denoted by QD. For simplicity,
partitions permit the empty set. Abusing terminology, we
refer to parts Q ∈ Q of a solution as cliques. The object
subset actually covered by such a clique Q ∈ Q is denoted
as D(Q) ⊆ [d], and a clique’s vertex belonging to object
p ∈ D(Q) as Qp, i.e., {Qp} := Q ∩ V p, see Fig. 4.

The MGM objective is to find cycle-consistent multi-
matchings minimizing the sum of all costs, i.e.,

min
Q∈Q

C(Q) :=
∑

Q,R∈Q

∑
p,q∈D(Q)∩D(R)

p<q

Cp,q
QpQq,RpRq

 , (1)

where we assume Cp,q = Cq,p and count this cost for each
pair of objects p, q ∈ [d], only once by requiring p < q.
Note that the formulation in Eq. (1) implicitly assumes zero
costs for not matching a vertex.
Alternative formulations. The clique formulation from
Eq. (1) is non-standard. Many formulations [13, 41, 52]
represent (multi-)matchings E ⊂ E by partial permutation
matrices X , where Xis = 1 iff is ∈ E. Others [7, 33, 34]
view MGM as a labeling problem, where each vertex of
the same object must be assigned a different label – com-
monly called universe point. Vertices with the same label
are matched to each other, i.e., comprise a clique. We use
the clique formulation because it allows the most natural
description of our algorithm.

4.2. Feasible solution construction

Basic algorithm. The basic construction Alg. 1 ob-
tains feasible solutions by solving a chain of GM prob-
lems. Given a random ordering of objects [d], it iter-
atively extends a partial solution, which, in the k-th it-
eration, matches the objects V 1, . . . , V k. The match-
ing E is the solution of the GM problem with costs
Ck+1,Q

iS,jT , i, j ∈ V k+1, S, T ∈ Q, stemming from the sum-
mation over a clique’s individual elements

Ck+1,Q
iS,jT :=

∑
q∈D(S)∩D(T )

Ck+1,q
iSq,jT q . (2)
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Figure 4. Feasible solution construction and swap local
search. Depicted are three cycle-consistently matched objects
V p, V q, V r . Matched vertices are of the same color, horizon-
tally aligned, and decomposed into cliques S,Q,R, T (ellipses),
yielding a partial solution Q (dashed rectangle). As example, the
clique T spans the objects D(T ) = {p, q}, where its vertex T p

belongs to object V p. The costs Cw,Q
iS,jT for matching vertex i and

j of object V w to cliques S and T of the partial solution Q are
also shown. We consider two types of swaps (solid arrow), see
Sec. 4.4: The vertex swap fixes the object p and interchanges the
vertices Sp and T p. The 2-clique swap is more global and jointly
optimizes over all possible vertex swaps between cliques S and T .

The partial solution is extended by adding matched vertices
i ∈ V k+1, iS ∈ E to their assigned cliques {i} ∪ S ∈ Q′.
If a vertex i ∈ V k+1 is unmatched, i.e., ∀jS ∈ E : j ̸= i,
it is added as a singleton {i} ∈ Q′. If a clique S ∈ Q is
unmatched, i.e., ∀iT ∈ E : S ̸= T , it remains unchanged
S ∈ Q′. We denote the (partial) solution resulting from this
merge as Q′ = merge(V k+1,Q;E).

Alg. 1 has six notable properties: (1) It guarantees cycle-
consistency. (2) It can use virtually any GM solver as a
black-box. (3) It is independent of the cost order and thus
applicable to higher-order problems as long as the underly-
ing GM solver is applicable. (4) It is parameter-free w.r.t.
the number of cliques. (5) It scales linearly in the number
of objects d ∈ N≥3. (6) It is randomized, hence the best so-
lution from its multiple parallel runs can be kept, see [15].
Extensions and parallelization. We propose two exten-
sions of Alg. 1: Incremental and parallel construction.

Incremental construction addresses the problem of er-
ror propagation. Errors during early matchings “propagate”
along the chain of pairwise problems, sway later matchings,
and worsen the final solution. Because MGM problems’ re-
strictions to object subsets are again MGM problems, we
propose to weaken such propagations by using a better (but
potentially more expensive) multi-matching solver for the
first s ∈ [d] objects [s].

Parallel construction improves the linear scaling w.r.t.
the number of objects. It generalizes the chain of pair-
wise problems to binary trees, specifically leaf-labeled, or-
dered, binary trees with leaf label set [d]. Leaf labels asso-
ciate leaves with objects. Each tree vertex corresponds to a

Algorithm 1: Basic solution construction.

Q ←
⋃

i∈V 1 {i}
for k ∈ {1, . . . , d− 1} do
// compute matching E between object

(k + 1) and the already matched [k]

E ← (Approx.) solve GM with costs Ck+1,Q (Eq. (2))
Q ←merge(V k+1,Q; E)

(partial) solution Q ∈ QD matching its descendant leaves
D ⊆ [d]. In analogy to the basic variant, a tree vertex’s
(partial) solution is obtained by first solving a GM prob-
lem that matches the cliques of its children A ∈ QDA ,
B ∈ QDB and then merging matched cliques. Pairwise
costs CA,B

IS,JT , I, J ∈ A, S, T ∈ B, are again obtained by
summing costs of a clique’s individual elements,

CA,B
IS,JT :=

∑
p∈D(I)∩D(J)

∑
q∈D(S)∩D(T )

Cp,q
IpSq,JpT q . (3)

Ultimately, the root corresponds to a final solution. GM
problems of tree vertices at the same level can be solved in
parallel. Therefore, balanced trees yield the best accelera-
tion – in sequence only O(log(d)) instead of O(d) problems
need solving. Additionally, most properties of the basic
construction transfer to the parallel version: It is random-
ized w.r.t. the leaf order, allows plug-&-play of pairwise
solvers, guarantees cycle-consistency, and is parameter-free
w.r.t. the number of cliques. Pseudocode and further details
are provided in Suppl. A.
Our novelty and related work. The basic solution con-
struction Alg. 1 was first mentioned in [3] and later used
in [4] for complete Multi-LAPs seen as a special case of the
MDAP. Experiments in [4] also demonstrate its superiority
over star-shaped spanning tree approaches. Its application
to Multi-QAPs and its parallelization using binary trees are
new. Incremental construction conceptually resembles an
idea proposed in [43], where, as part of a spanning tree
heuristic, a local search is run on the hitherto constructed
partial solution. To summarize, our contribution is to intro-
duce the prior art from operations research [3, 4], applying
it to Multi-QAPs instead of Multi-LAPs, and proposing new
extension and parallelization schemes.

4.3. GM local search
Basic algorithm. The basic GM local search step com-
prises splitting and merging an object V p from and to a
given solution Q ∈ Q as defined by Alg. 2. An object V p

is split by subtracting Q \ V p its vertices from all cliques
Q ∈ Q. Merging it back to the split solution works just
as in Sec. 4.2 by solving a GM problem with costs from
Eq. (2) whose solution dictates the merge. While only ac-
cepting improvements, the basic GM local search Alg. 2 re-
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Algorithm 2: Basic GM local search.
Input: Solution Q ∈ Q, Object Sequence (pk)k∈N
k ← 1
while stopping criterion not met do

// split object k from the matching Q
Q′ ← { Q \ V pk |Q ∈ Q}
// compute matching E between object k

and the rest

E ← (Approx.) solve GM with costs Cpk,Q′
(Eq. (2))

Q′ ←merge(V pk ,Q′; E)
if C(Q′) < C(Q) then
Q ← Q′ // accept if profitable

k ← k + 1

peats this step along an object sequence (pk)k∈N , pk ∈ [d],
until a suitable stopping criterion is met. In practice, we
run Alg. 2 cyclically along the random object ordering [d]
used in Alg. 1 as long as the solution improves. Like Alg. 1,
the pairwise solver is blackboxed and solutions are always
cycle-consistent.
Extensions and parallelization. A common extension [4]
of this local search is to split a solution Q ∈ Q along a
subset of objects D ⊂ [d]. As a result, two partial solutions
{Q ∩ V D|Q ∈ Q} ∈ QD, {Q ∩ V [d]\D|Q ∈ Q} ∈ Q[d]\D

are merged using Eq. (3). Since these extensions performed
worse than the base in preliminary experiments, we did not
investigate them further.

Our proposed parallelized search step consists of two
passes. First, it runs the basic search step for all objects p ∈
[d] in parallel, splitting d objects Qp := {Q \ V p|Q ∈ Q},
generating d matchings Ep ⊂ V p×Qp, yielding d proposed
solutions, but ultimately leaving the input solution Q ∈ Q
untouched. Second, it splits and merges objects according
to the collected matchings Ep, p ∈ [d], in ascending order
of their proposed solutions’ objective value – only accepting
profits. The more matchings yield profit despite being “out-
dated” (because prior matchings changed the solution), the
more acceleration is generated over the basic search step.
Both the basic and parallel search step sequentially solve
only one GM problem. Additionally, the parallelized step
always accepts the most profitable proposal though this is
only a secondary source of acceleration, as demonstrated in
Sec. 5.1. Further details can be found in Suppl. B.
Our novelty and related work. Again, the basic Alg. 2
was first mentioned in [4] targeting complete Multi-LAPs
as special case of the MDAP. In [4], its extension to ob-
ject subsets is investigated and our preliminary findings are
confirmed for the Multi-LAP. In computer vision, it was in-
dependently proposed in [43, 51] for Multi-LAPs and in
[48, 50] for Multi-QAPs, both only complete. Our paral-
lelized extension is novel.

Algorithm 3: Swap local search.
Input: Solution Q ∈ Q
while stopping criterion not met do

for Q,R ∈ Q do
x∗ ← Approximately solve Eq. (5) for cliques Q,R
// swap the vertices according to x∗

Q′, R′ ← swap(x∗, Q,R)
// update the clique representation

Q′ ← (Q \ {Q,R}) ∪ {Q′, R′}
if C(Q′) < C(Q) then
Q ← Q′ // accept if profitable

4.4. Swap local search
Vertex swap. Given a solution Q ∈ Q, swapping vertices
of the same object between two cliques Q,R ∈ Q main-
tains feasibility. While fixing one object p ∈ [d], a vertex
swap subtracts a vertex covered by either clique from said
clique and adds it to the other, yielding two new cliques,
Q′ and R′, see Fig. 4. For example, if both cliques Q
and R cover the fixed object p ∈ [d], the vertices Qp and
Rp are interchanged, i.e., Q′ = (Q \ {Qp}) ∪ {Rp} and
R′ = (R\{Rp})∪{Qp}. If only one clique covers the fixed
object, only one vertex is exchanged. Finally, all cliques
remain unchanged if none covers the object. After a swap,
cliques still cover at most one vertex per object. The new so-
lutionQ′ = (Q\{Q,R})∪{Q′, R′} is, thus, also feasible.
Furthermore, the objective value change induced by a ver-
tex swap decomposes into a sum of objective value changes
δCp,q

swap(Q,R) between the fixed object p ∈ [d] and all other
objects q ∈ [d] \ {p}, i.e.,

C(Q′)− C(Q) =
∑

q∈[d]\{p}

δCp,q
swap(Q,R) . (4)

A detailed formulation is given in Suppl. C.1.
2-clique swap. We leverage Eq. (4) to jointly consider all
possible swaps between two cliques Q,R ∈ Q. A 2-clique
swap is a set of binary decision variables x = {xp}p∈[d] ∈
{0, 1}d, deciding for every object p ∈ [d], whether the ver-
tex swap fixing it should be performed (xp = 1), or not
(xp = 0). Performing all vertex swaps specified by a 2-
clique swap x ∈ {0, 1}d yields, again, two new cliques Q′

and R′, which we denote by Q′, R′ = swap(x;Q,R). The
optimal 2-clique swap x∗ solves the following quadratic
pseudo-boolean optimization problem [9]:

x∗ ∈ argmin
x∈{0,1}d

∑
p∈[d]

xp

∑
q∈[d]

xq · δCp,q
swap(Q,R)

 , (5)

where x = (1 − x) denotes negation. This problem is NP-
hard [37], which is why we address it using the state of the
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art [20] approximative solver QPBO-I [37]. Our swap local
search Alg. 3 iterates over all clique pairs, solving the prob-
lem from Eq. (5) with QPBO-I and performing the obtained
2-clique swap if profitable.
Our novelty and related work. The vertex swap was orig-
inally introduced for the MDAP with three objects [2] and
later extended [23, 31, 36] to consider multiple swaps at
the same time. However, these propositions come without a
method to solve the 2-clique swap problem efficiently. Our
contribution is formulating and solving the 2-clique swap as
a quadratic pseudo-boolean optimization problem.

5. Experimental validation
Our experiments comprise an ablation study (Sec. 5.1) and
a comparison to other methods (Sec. 5.2). Whereas the ab-
lation study compares different variants of our GREEDA al-
gorithm’s construction heuristic and GM-LS, see Fig. 3, in
the comparison to others, we utilize their sequential vari-
ants. We solve GM subproblems of GREEDA using the
state-of-the-art GM solver [19, 20], which we turn from a
randomized algorithm into a deterministic one by fixing its
randomization seed. Further details about the experimental
setup and solver settings are given in Suppl. E.

Contrary to most existing works, we only compare ob-
jective values or costs instead of ground-truth-based accu-
racies since none of the considered algorithms explicitly
optimize the latter or has access to the ground truth. We
leave accuracy comparisons to the works addressing mod-
eling and learning questions.
Datasets. We evaluate methods on the established datasets:
synthetic, CMU hotel and house, and worms. All of them
are widely used in MGM literature and accessible through
the archive accompanying [42]. Additionally, to showcase
our approach, we extended the worms dataset with a new,
large-scale problem instance, worms-29, by combining all
29 worm-based objects available in the worms dataset. In
this instance, we reduced the size of each pairwise problem
by forbidding many high-cost vertex-to-vertex matchings,
making the problem even sparser: Each vertex is allowed
to match 14 instead of 23 other vertices on average. All
other characteristics, including costs and number of vertices
per object, are the same as in worms. Finally, based on the
recently published work [27], we constructed the worms-
100 problem instance with about 45M keypoint correspon-
dences (compared to the 3M of the worms-29 dataset).

5.1. Ablation study
We compare the sequential, parallel, and incremental solu-
tion construction methods from Sec. 4.2 in all possible com-
binations with the sequential and parallel GM local search
from Sec. 4.3. For lack of a better solver, incremental con-
struction uses GREEDA for the first 5 objects. To showcase
our parallelization, we additionally consider a straightfor-
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Figure 5. Ablation study. Convergence of sequential and par-
allel GM local search variants after sequential and parallel con-
struction, respectively. For the incremental construction only the
objective value is given to keep readability of the plot. Though
taking notably more time, this method does not result in a better
solution. The result is a single run on the worms-10 dataset and
averaged over the first 10 problem instances.

ward “best-improvement” parallelization of the GM local
search: Although it performs all GM-LS steps in parallel, it
accepts only the most profitable one. In this respect it dif-
fers from the parallel local search as described in Sec. 4.3,
which aims to accept all possible profitable changes. The
experiments were run on worms-10, containing the largest
MGM instances addressed in computer vision [41] so far.
Convergence speed. Fig. 5 depicts costs with respect to
runtime. While all methods converge to virtually the same
value, parallel GM-LS converges fastest. It also notably
outperforms the “best-improvement” parallelization.
Distribution of objective value. To assess the influence
of randomization, we run each algorithm 100 times using
different object orderings. We found the differences to be
negligible and refer to Suppl. F for a discussion and details.

5.2. Comparison to other methods
Algorithms. We compare our sequential variant of
GREEDA to the state of the art MGM methods MP-T [41]
and DS* [5]. While the latter only applies to complete and
dense MGM problems, the former can solve incomplete and
sparse MGM problems. We also compare to the follow-
ing synchronization methods: The projected power itera-
tion (PPI) [12], Sparse Stiefel Synchronization [8], and the
Spectral approach [34] extended by the Successive Block
Rotation Algorithm [6] to yield incomplete matchings. We
do not compare to the recently released pygmtools pack-
age [46], as the respective MGM algorithms only apply to
complete problems and do not guarantee cycle consistency.

Implementation Details. While GREEDA and MP-T are
available in C++, DS*, Stiefel, PPI, and Spectral are Mat-
lab implementations. We use the original software from the
authors for all but PPI, which we re-implemented ourselves.
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Figure 6. Method Comparison. Objective with respect to runtime comparison. Objective plotted in log-scale and offset by the inconsistent
solution’s objective C inc obtained from independently solving d(d − 1)/2 pairwise GM problems. The value C inc approximates, since
[20] is approximative, a lower bound to Eq. (1) provided by the MGM relaxation that ignores cycle consistency.
For our sequential variant of GREEDA, the best and worst result over 10 runs is given. (b) The first minutes of Fig. 6a, illustrating the
considerable difference in construction time between GREEDA and MP-T for large problems. (c) and (d) provide averaged results over all
instances of the 12 object synthetic density and the 8 object hotel dataset respectively. (a), (b) compare only methods able to find allowed
solutions of sparse problems. DS* results are shown for (c) only, as the other datasets contain incomplete problems. Note, that even 10
sequential runs of GREEDA to attain GREEDA (best)’s results would still render the fastest algorithm.

Results. For the worms-100 dataset, the only true competi-
tor MP-T runs out of memory on a machine with 250GB of
RAM. In contrast, GREEDA (without SWAP-LS) constructs
a feasible solution in 10 minutes and converges after about
an hour, using 65GB of RAM.

Otherwise, for brevity, we only provide the comparison
for three representative datasets, and refer to Suppl. H for a
full list of results with all algorithms and datasets (in total
321 problem instances shown in 33 tables).

Fig. 6 shows the costs-runtime plots for different meth-
ods. Because of incomparable implementations (C++,
Python, Matlab), we only consider the final objective value
for synchronization methods and not their runtime. In gen-
eral, the need to compute the initial cycle inconsistent so-
lution by solving all d(d− 1)/2 pairwise problems, though
completely parallelizable, makes runtime comparisons with
direct MGM methods difficult.

Overall, GREEDA consistently outperforms or is on par
with competitors in terms of final objective value, and is
an order of magnitude faster in terms of runtime (where
applicable). In particular, for our new, large-scale worms-
29 dataset, see Fig. 6a, GREEDA achieves a better solu-
tion much faster than the direct competitor MP-T, improv-
ing construction time from half an hour to just two minutes
(see zoom in Fig. 6b and Suppl. G). While MP-T fails to im-
prove upon its initial solution significantly, our local search
subroutines GM-LS and SWAP-LS quickly improve the re-
sult but converge slowly. In our current implementation,
SWAP-LS is the main bottleneck due to its quadratic scaling
in the number of vertices, which is particularly large for the
worms-29 dataset.

As mentioned in Sec. 3, synchronization methods may
introduce blunders that substantially impact the resulting
cost. This can be seen in Fig. 6d, where all synchroniza-

tion methods return a solution that is worse than the trivial
one, which would leave all vertices unmatched.

Fig. 6c includes a comparison to DS*, which yields high-
quality results but is substantially slower than the other
methods, partially due to its Matlab implementation. Since
it is a solver for complete problems, it cannot be applied
to the hotel, house, or worms datasets, as the incomplete to
complete problem transformation would increase the run-
time even further, see Suppl. D.

All plots in Fig. 6 additionally show the application of
GM-LS and SWAP-LS to the results of the other methods.
Although the resulting objective values are comparable to
GREEDA, optimization takes significantly longer.

6. Discussion and limitations
In this work we haven proven that methods for the complete
multi-graph matching (MGM) problem are impractical for
the incomplete setting. We proposed a new method for
large-scale MGM problems that are incomplete and sparse.
In particular, for the large-scale worms problems we obtain
better results in considerably less time than competitors.
But even for small-scale instances we outperform competi-
tors in terms of speed, while having at least on par results.

Our algorithm’s good performance is due to two reasons:
Firstly, it decomposes the MGM problem into a series of
fast to optimize GM problems, while using all costs and
keeping cycle consistency at all times. Secondly, our two
local search methods efficiently explore the exponentially
large neighborhood of a current solution.

The modern approach to MGM includes learning costs
with neural networks. Although a detailed discussion of
such methods is beyond the scope of this work, our solver
can be used within them, due to its reasonable runtime.

11576



Acknowledgements
This work was supported by the German Research Foun-
dation projects 498181230 and 539435352. Authors fur-
ther acknowledge facilities for high throughput calculations
bwHPC of the state of Baden-Württemberg (DFG grant
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