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Abstract

Diffusion models have achieved significant progress in both
image and video generation while still suffering from huge
computation costs. As an effective solution, rectified flow
aims to rectify the diffusion process of diffusion models into
a straight line for few-step and even one-step generation.
However, in this paper, we suggest that the original train-
ing pipeline of reflow is not optimal and introduce two tech-
niques to improve it. Firstly, we introduce progressive re-
flow, which progressively reflows the diffusion models in lo-
cal timesteps until the whole diffusion progresses, reduc-
ing the difficulty of flow matching. Second, we introduce
aligned v-prediction, which highlights the importance of di-
rection matching in flow matching over magnitude match-
ing. Experimental results on SDv1.5 and SDXL demonstrate
the effectiveness of our method, for example, conducting on
SDv1.5 achieves an FID of 10.70 on MSCOCO2014 vali-
dation set with only 4 sampling steps, close to our teacher
model (32 DDIM steps, FID = 10.05). Our codes will be
released at Github.

1. Introduction
Diffusion models have achieved significant breakthroughs
in image and video generation, boosting various down-
stream applications such as text-to-image generation [27,
32] and image editing [2, 3, 10]. However, compared with
traditional generation models such as GANs [9], the sam-
pling process of diffusion models is formulated to include
multiple timesteps, which severely harms its computation
efficiency, hindering its application in edge devices and
real-time applications. To solve this problem, abundant
methods have been proposed to reduce the number of sam-
pling steps such as step distillation [24, 34], consistency
models [23, 38] and flow matching [16, 17].
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(a) Velocity differences across timesteps in diffusion model.

(b) Flow model's performance degrades with increased noise.

Figure 1. (a) L2 distance and Cosine similarity across velocities
at different timesteps, the velocity discrepancy between timesteps
increases with their distance in timesteps. (b) The consistently
larger FID degradation under directional noise demonstrates that
velocity direction is more critical for generation quality.

Among them, flow matching has gained popularity due
to its simplicity and effectiveness. By re-flowing the pre-
trained diffusion models into a line, few steps and even 1-
step generation can be achieved with tolerant loss in genera-
tion quality. The training process of reflow usually contains
two steps. Firstly, the pretrained diffusion model generates
abundant (noise, image) pairs. Then, the diffusion model
is trained to make the velocity at different timesteps to be
identical, indicating that the trajectory is rectified. How-
ever, in this paper, we suggest that such a training strategy
has not fully unleashed the potential of rectified flow and in-
troduced two training techniques referred to as progressive
reflow and aligned v-prediction to further improve it.

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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Progressive Reflow: Traditional Reflow usually starts
from a pretrained diffusion model and directly trains it to
have a consistent prediction of velocity in all timesteps,
which is theoretically correct but introduces difficulty in the
optimization process. As shown in Figure 1 (a), the pre-
trained diffusion model has significantly different velocities
at different timesteps, and directly eliminating these differ-
ences raises challenges in the training process.

Fortunately, Figure 1 (a) also shows that the pretrained
diffusion model exhibits similar velocity in the adjacent
timesteps, which provides the possibility to first reflow the
model in a local window, and then reflow it in the whole
training process. Such a progressive reflow pipeline allows
the model to first learn to solve an easy problem and then ex-
tend to a difficult problem, which implies curriculum learn-
ing in generative models and thus facilitates the training
process. Based on this observation, we propose progressive
reflow, which firstly divides the whole diffusion process into
N windows, and then progressive reflow N windows into
N/2, N/4, N/2, N/8 until very few and even one window.

Aligned V-Prediction: Flow matching aims to match the
velocity in different timesteps to achieve the target that the
whole diffusion process is a straight line. However, we sug-
gest that such a velocity matching is not optimal for the tar-
get of a “straight line” as the velocity can be further decom-
posed into its direction and magnitude, where the direction
is more crucial for straightness. In other words, matching
the direction of the velocity should have a higher priority
than matching the magnitude, which has been ignored in
previous works. Based on this observation, we propose to
modify the original training loss of flow matching by intro-
ducing direction matching to solve this problem.

Our experiments have validated the effectiveness of
the two improved training techniques. For instance, on
MSCOCO-2017, 10.94 and 21.73 FID reduction can be ob-
served with our ProReflow-II compared to rectified flow (2-
ReFlow [18]) at 4 steps and 2 steps respectively, demon-
strating improvements in generation quality

In summary, our contributions are as follows.

• We propose progressive reflow, which progressive reflow
the diffusion model in local timesteps until the whole dif-
fusion process. Progressive reflow implies the curriculum
learning in flow matching and facilitates model training.

• Based on the observation that the direction of velocity is
more crucial than the magnitude for straightness, we in-
troduce velocity direction matching as an additional target
for flow matching to facilitate model training.

• Extensive experiments demonstrate that both components
are effective individually, and their combination achieves
state-of-the-art performance with only 4 sampling steps.

2. Related Work
2.1. Text-to-Image Generation
Diffusion models(DMs) learn the mapping from noise to
images by fitting marginal probability distributions at each
timestep [8, 37]. It works well because the forward dif-
fusion process, which progressively adds noise to im-
ages, maintains the same marginal distributions as the sam-
pling process [22]. Combined with some technologies like
classifier-free guidance and text encoder [7, 26, 33], DMs
have surpassed GANs [4, 31] and VAEs [12, 29] not only
in generation quality but also in training stability. Besides
applied in pixel space, DMs can be effectively applied in
latent space as well, which significantly reduces computa-
tional complexity [32]. Despite achieving impressive gen-
eration quality, the iterative nature of DMs impacts its gen-
eration efficiency. Consequently, accelerating inference of
diffusion models has emerged as an avtive research topic.

2.2. Efficient Diffusion
Existing approaches for accelerating DMs can be predom-
inantly classified into two categories: efficient diffusion
samplers and step distillation [45].

The former category incorporates differential equation
solvers into inference without requiring additional training.
DDIM [36] enables step skipping in the reverse process
by introducing a non-Markovian sampling strategy. DPM-
Solver [21] reformulates the reverse diffusion process into
an ODE system and solves it with high-order numerical
methods, achieving superior sampling efficiency. Sampler-
based methods enable diffusion models to maintain satis-
factory generation quality with 20 steps; however, perfor-
mance deteriorates significantly when further reducing the
step count (such as below 10).

The second category methods enhance few-step infer-
ence performance through another step distillation process.
Progressive Distillation(PD) [34] adopts a staged approach,
iteratively halving the student model’s sampling steps. Ad-
versarial Diffusion Distillation(ADD) [35] leverages adver-
sarial training for improved supervision, while Consistency
Distillation (CD) [38] enforces output convergence toward
the target image across the sampling trajectory.

2.3. Rectified Flow
Flow matching has emerged as a kind of advanced diffu-
sion model [16, 17]. It reformulates the forward process
as a linear interpolation between noise and images, thereby
proposing to predict a consistent velocity v across the entire
sampling trajectory. Thus, the sampling process is simpli-
fied to a temporal integration of the velocity field v.

Similarly, ReFlow was proposed as a technique applying
flow matching to pretrained diffusion models, enabling the
adaptation of existing architectures without retraining from
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(a) Diffusion Model
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(b) Consistency Model
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(c) Rectified Flow
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(d) Piecewise ReFlow

(f) Direction Alignment
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Figure 2. Conceptual illustration of different methods. (a)–(e) compare training objectives and sampling trajectories across different
methods. Arrows show optimization targets, and red dashed lines represent actual sampling trajectories, which are curved due to the
optimization not achieving the theoretical optimum. (e) shows our progressive reflow method achieves better approximation. (f) presents
how our proposed aligned v-prediction works between timesteps [t, t+1], it reduces prediction deviation with velocity direction correction.

scratch [17]. InstaFlow [18] first extended ReFlow to large-
scale text-to-image models through consecutive ReFlow to
straighten the ODE trajectory, followed by distillation to
achieve single-step sampling. Subsequently, some works
explored improving ReFlow’s effectiveness or simplifying
its training[13, 14, 42, 43]. While ReFlow showed promise
for single-step generation, its few-step sampling perfor-
mance lagged behind state-of-the-art methods [30, 34, 39].
To address this limitation, PeRFlow [44] proposed trajec-
tory partitioning into time windows, achieving competitive
few-step sampling through localized straightening within
each temporal segment.

2.4. Privileged Information in Distillation

Although knowledge distillation has been proven effective
as a model compression technique and further extended suc-
cessfully to diffusion model acceleration, the theoretical ex-
planation for its efficacy has remained elusive. How ’dark
knowledge’ is effectively captured from teacher models and
utilized to guide student learning remains a fundamental
theoretical question [6].

Lopez-Paz et al. [19] presented a unified theoretical
framework that connects distillation with privileged infor-
mation, establishing a generalized framework for under-
standing machine-to-machine knowledge transfer. View-
ing distillation as a transfer of privileged information,
TAKD [25] showed that an assistant model of intermedi-
ate capacity could more effectively mediate the knowledge
flow between teacher and student models.

3. Methods
We present ProReflow, a more robust flow model training
method. Our approach is motivated by the observation that
training efficient few-step flow models faces two main chal-
lenges: (1) the significant trajectory approximation gap be-
tween teacher and student models, and (2) the difficulty in
achieving accurate velocity prediction across large time in-
tervals. To address these challenges, we propose progres-
sive reflow for stable optimization of sample trajectory and
aligned v-prediction for achieving precise velocity predic-
tion, respectively, shown in Fig. 2.

3.1. Temporal Segmentation for ReFlow
Rectified Flow ReFlow aims to achieve temporally consis-
tent velocity predictions across all timesteps. Given initial
Gaussian distribution π0 and target image distribution π1,
where X1 ∼ π1 and X0 ∼ π0. Reflow defines a linear
process from π0 to π1, where the corresponding sampling
process follows the ODE:

dXt = v(Xt, t)dt, t ∈ [0, 1], (1)

Then, it formulates a least-squares optimization problem to
ensure the predictions consistency:

min
θ

∫ 1

0

E[∥X1 −X0 − vθ(Xt, t)∥2], (2)

where Xt = tX1 + (1− t)X0.
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Figure 3. Performance of our models under different factors
of classifier-free guidance (CFG) on COCO-2017. CFG scale
ranges from 2 to 7. I and II stands for ProReflow-I with 4 steps
and ProReflow-II with 2 steps, respectively.

Figure 4. FID on COCO-30K. The yellow curve shows results
trained with 4 windows and evaluated using 4 inference steps,
while the blue curve represents the model trained with 8 windows
and evaluated using 8 inference steps. Both configurations are
compared against their baselines where α = 0 (MSE loss only).
Each model is trained for 10,000 iterations with batch size 32.

Piecewise ReFlow Aimed at improving the few-step gener-
ation, PeRFlow divides the sampling trajectory into multi-
ple time windows, defined by endpoints 1 = tK > · · · >
tk > tk−1 > · · · > t0 = 0. Within each time window
[tk, tk−1) formed by adjacent endpoints, PeRFlow assumes
a linear process to straighten the trajectory, thus eq.(2) can
be reformulated as:

min
θ

K∑
k=1

Eztk∼πk

[∫ tk

tk−1

∥
ztk−1

− ztk
tk−1 − tk

− vθ(zt, t)∥2dt

]
,

(3)
where zt = αtztk + (1− αt)ztk−1

, αt =
t−tk−1

tk−tk−1
. Finally,

PeRFlow results in a piecewise linear trajectory composed
of multiple segments.

3.2. Progressive ReFlow
PeRFlow originally sets the number of time windows to 4.
Despite achieving improvement in few-step inference, PeR-
Flow faces a significant optimization challenge: it attempts
to approximate the teacher model’s irregular trajectory us-
ing four linear intervals within a single training stage.

We propose a multi-stage progressive training scheme to
tackle this challenge. Rather than directly mapping the orig-
inal trajectory to four time windows, our method first ob-
tains an eight-window approximation from the original tra-
jectory, and subsequently apply Cross-windows ReFlow to
refine this eight-window representation into the target four-
window configuration.
Cross-windows ReFlow Consider three consecutive time
points tk−1, tk, tk+1. The optimization objectives in first
training stage can be formulated as:

min
θ

(
Eztk∼πk

∫ tk

tk−1

∥
ztk−1

− ztk
tk−1 − tk

− vθ(zt, t)∥2dt +

Eztk+1
∼πk+1

∫ tk+1

tk

∥
ztk − ztk+1

tk − tk+1
− vθ(zt, t)∥2dt

)
,

(4)

where zt =

{
αtztk + (1− αt)ztk−1

, t ∈ [tk−1, tk)

βtztk+1
+ (1− βt)ztk , t ∈ [tk, tk+1)

with

αt =
t−tk−1

tk−tk−1
and βt =

t−tk
tk+1−tk

. In adjacent time windows,
trajectories evolve from ztk−1

to ztk in [tk−1, tk], and from
ztk to ztk+1

in [tk, tk+1].

Cross-windows ReFlow aligns the optimization direction
by guiding trajectories in both intervals to progress from
ztk−1

towards ztk+1
, thus eq.(4) can be reformulated as:

min
θ

Eztk+1
∼πk+1

∫ tk+1

tk−1

∥
ztk−1

− ztk+1

tk−1 − tk+1
− vθ(zt, t)∥2dt,

(5)
where zt = αtztk+1

+ (1− αt)ztk−1
, αt =

t−tk−1

tk+1−tk−1
.

Theoretical Explanation Based on the theoretical frame-
work of knowledge distillation [19], we can explain the
effectiveness of Progressive ReFlow. Consider three key
functions: the teacher function ft ∈ Ft representing the
original diffusion trajectory, an intermediate function fa ∈
Fa for the 8-segment approximation, and the student func-
tion fs ∈ Fs for the target 4-segment representation. Ac-
cording to the VC theory [41], when the student learns di-
rectly from the teacher, the learning rate is bounded by:

R(fs)−R(ft) ≤ O
(
|Fs|C
nβ

)
+ εl, (6)

where β ∈ [ 12 , 1] denotes the learning rate associated with
task difficulty, εl represents the approximation error,R rep-
resents the error, O(·)and ϵ represent the estimation error
and approximation error, respectively.. The challenge lies
in the significant capacity gap between the complex trajec-
tory and the 4-segment approximation, resulting in a small
β that indicates difficult learning.

Progressive ReFlow decomposes this challenging pro-
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cess into two stages:

Stage 1: R(fa)−R(ft) ≤ O
(
|Fa|C
nβ1

)
+ εat, (7)

Stage 2: R(fs)−R(fa) ≤ O
(
|Fs|C
nβ2

)
+ εsa. (8)

The effectiveness is theoretically guaranteed when:

O
(
|Fa|C
nβ1

+
|Fs|C
nβ2

)
+εat+εsa ≤ O

(
|Fs|C
nβ

)
+εs, (9)

this inequality is satisfied in practice due to two key princi-
ples: (1) 8-segment allows for better fitting of the teacher’s
complex sampling trajectory,leading to smaller combined
approximation error (εat + εsa < εl), (2) Enhanced opti-
mization efficiency through the progressive process, where
each stage solves a simpler problem compared to direct op-
timization,resulting in β1, β2 > β.

3.3. Aligned V-prediction
We analyzed approximate error in the optimization process
and found that directional errors lead to more significant
performance degradation compared to magnitude errors,
shown in Fig.1 (b). We then propose aligned v-prediction,
which emphasizes direction alignment in training.
Direction Matters Consider two arbitrary points zti−1 and
zti along the trajectory. Given the target vector v = zti −
zti−1

and the model prediction p. According to the law of
cosines, the error between v and p can be expressed as:

r = |p|2 + |v|2 − 2|p||v| cos θ, (10)

where θ denotes the angle between p and v. We analyze two
extreme cases:
•Misaligned, accurate magnitude (|p| = |v|, θ = ϵ):

r1 = 2|v|2(1− cos ϵ); (11)

• Aligned, inaccurate magnitude (θ = 0, |p| = |v|+ ϵ):

r2 = (|v|+ ϵ)2 + |v|2 − 2|v|(|v|+ ϵ) = ϵ2. (12)

Let y = r1 − r2. Using Taylor expansion for small ϵ:

y = (|v|2 − 1)ϵ2. (13)

Our empirical measurements using real image-noise pairs
during training show that |v| typically ranges from 70 to
120, yielding y > 0 with a substantial margin. This indi-
cates that directional errors lead to significantly larger per-
formance degradation than magnitude errors.
Directional Alignment Our analysis reveals that direc-
tional components of v play a more crucial role in gener-
ation quality than magnitude. Based on this, we proposed
aligned v-prediction in flow matching, which incorporates

directional alignment through cosine similarity measure-
ments. Specifically, we propose a novel flow matching loss
function that places greater emphasis on directional align-
ment:

L = (1−α) ·MSE(v, pred)+α · (1−cos(v, pred)), (14)

where the first term provides basic magnitude consistency,
the second term enforces explicit directional alignment via
cosine similarity. The hyperparameter α balances the rela-
tive importance between magnitude and direction.

Algorithm 1: ProReflow Algorithm
Input: D: dataset, fϕ: teacher model, K: list of

window numbers (e.g., [8,4,2]), α: loss
weight (default=0.1)

1 Initialize student model fθ ← fϕ;
2 for k in K do
3 Split time [0, 1] into k windows;
4 while not converged do
5 Sample x from dataset D;
6 Sample ϵ ∼ N(0, 1);
7 Sample timestep t and locate window [t1, t2]

s.t. t ∈ [t1, t2];
8 zt2 = t2 ∗ x+ (1− t2)ϵ;
9 Compute zt1 using fϕ;

10 zt = t ∗ x+ (1− t)ϵ;
11 Compute target velocity v = x− ϵ;
12 Predict vθ = fθ(zt, t);
13 L = (1− α)MSE(v, vθ) + αDir(v, vθ);
14 Update parameters θ;
15 end
16 end

Output: Trained model fθ

Hyperparameter Configuration Increasing the value of α
enhances the directional supervision in the optimization ob-
jective. When α = 0, the loss function degenerates to the
conventional MSE loss. To determine the optimal hyperpa-
rameter configuration, we systematically evaluated different
settings: We randomly sampled 0.8M images from LAION-
art as our training set and fine-tuned SDv1.5 with different
α values while maintaining the same number of windows.
We computed FID on coco-30k to evaluate these models.

As shown in Fig. 4, the choice of α significantly im-
pacts the model performance. Among the evaluated α val-
ues, more positive gains were observed with windows = 4
compared to windows=8, which may be attributed to the in-
creased importance of directional consistency at larger win-
dow spans. Our experiment results show that α=0.1 works
well in all experiment settings, thus we maintained α=0.1
for subsequent experiments.

Combining progressive reflow and aligned v-prediction,
we present ProReflow, as shown in Algorithm 1.
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Table 1. Performance comparison on COCO-2017 validation set,
following the evaluation setup in [40]. Our method outperforms
existing flow-based approaches.

Method Step FID (↓) CLIP Score(↑)

2-Reflow [18] 2 49.32 27.36
2-Reflow [18] 4 32.97 28.93
Instaflow-0.9B [18] 2 71.54 26.07
Instaflow-0.9B [18] 4 102.41 24.39
PeRFlow [44] 4 23.81 30.24
ProReflow-I (ours) 4 22.97 30.29
ProReflow-II (ours) 2 27.59 27.79
ProReflow-II (ours) 4 22.03 29.95

4. Experiments

4.1. Experiment Configuration

Model and Dataset We evaluate our proposed method pri-
marily on Stable Diffusion v1.5 and Stable Diffusion XL.
During training, we freeze all modules except the UNet and
employ BF16 mixed precision training. For SDv1.5, we ini-
tialize our training process with windows numbers=8 and
progressively apply our method to derive ProReflow-I (4
windows), which subsequently serves as the basis for de-
veloping ProReflow-II. For SDXL, we adopt training con-
figurations established in ProReflow-I on SDXL to develop
ProReflow-SDXL, achieving four-steps sampling.

As for multi-stage training, we maintain consistency
in the teacher model’s sampling trajectory across different
training stages by fixing the total DDIM steps to 32. Specif-
ically, when windows = 8, we use 4 DDIM steps within
each window to derive the endpoint from the starting point.
For windows = 4, we use 8 DDIM steps per window. This
ensures that the teacher’s sampling trajectory remains iden-
tical across different training stages, allowing for fair com-
parisons and stable optimization.

SDv1.5 is trained on the LAION-Art dataset, with all im-
ages center-cropped to 512 × 512 resolution following its
default setup. For SDXL, we fine-tune the model using a
combination of LAION-Art and 1.5 million samples from
the laion2B-en-aesthetic dataset, with all images center-
cropped to 1024 × 1024 resolution. All experiments were
conducted on 8 NVIDIA H20 GPUs.

Evaluation Setting Following common practice in text-
to-image generation, we adopt two widely-used quantita-
tive metrics: Fréchet Inception Distance (FID) [5] and clip
score [28]. The evaluation is mainly conducted on two stan-
dard benchmarks: MS COCO 2014 validation dataset [15]
and MS COCO 2017 validation dataset [15].

Table 2. Performance comparison on COCO-2014 validation set,
following the evaluation setup in [11].

Method Time (↓) Step FID (↓)

ODE-solver based methods
DPMSolver [21] 0.88s 25 9.78
DPMSolver [21] 0.34s 8 22.44
DPMSolver++ [20] 0.26s 4 22.36
DDIM(our teacher) [36] − 32 10.05

Distillation-based methods
LCM-LoRA [23] 0.12s 2 24.28
LCM-LoRA [23] 0.19s 4 23.62
UniPC [46] 0.19s 4 23.30
Flash Diffusion [1] 0.19s 4 12.41
PCM [39] 0.19s 4 11.70

Flow-based methods
Instaflow-0.9B [18] 0.13s 2 24.61
Instaflow-0.9B [18] 0.21s 4 44.01
2-ReFlow [18] 0.13s 2 20.17
2-ReFlow [18] 0.21s 4 15.32
PeRFlow [44] 0.21s 4 12.01
ProReflow-I (ours) 0.21s 4 11.16
ProReflow-II (ours) 0.13s 2 15.44
ProReflow-II (ours) 0.21s 4 10.70

4.2. Quantitative Results
We first compare our method with other flow-based accel-
eration approaches on COCO-2017 validation set, as shown
in Table 1. With 4 inference steps, ProReflow-II achieves an
FID of 22.03 and a CLIP score of 29.95, showing significant
improvements over 2-ReFlow, Instaflow and PeRFlow.Even
with only 2 steps, ProReflow-II maintains competitive per-
formance. ProReflow-I also demonstrates strong perfor-
mance with an FID of 22.97 and the highest CLIP score
of 30.29. Table 2 summarizes the comprehensive evalua-
tion results Result on COCO-2014 valdation dataset with
other diffusion acccelaration methods. With 32-step DDIM
serving as our teacher model, ProReflow-II achieves a com-
petitive FID of 10.70 using only 4 steps.

Table 3 presents a comprehensive comparison of our
method with advanced acceleration approaches on SDXL.
Our method achieves state-of-the-art performance while
maintaining the same inference cost.

4.3. Qualitative Comparison
We compared our method against leading flow-based ap-
proaches (Rectified Flow, InstaFlow, and PerFlow) as
shown in Figure 5. Our method demonstrates superior per-
formance across multiple aspects: it achieves more faith-
ful detail preservation, renders more coherent global struc-
tures, and produces sharper textures with fewer artifacts.
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Figure 5. Qualitative comparison of image generation results. Our method demonstrates superior performance in detail rendering compared
to other flow-based approaches at both 2-steps and 4-steps sampling.

Specifically, while baseline methods often struggle with de-
tail preservation and suffer from blurry regions or structural
distortions, our approach consistently maintains both fine-
grained details and global coherence across various scenar-
ios. This comprehensive improvement in generation quality
validates the effectiveness of our method.

4.4. Training Cost

Our method, though multi-staged, is computationally
cheaper compared to traditional approaches. ProReflow-
II involves three distinct training stages, starting with win-
dows=8, where each stage is trained for 10,000 iterations at
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Table 3. Comparison results on SDXL on COCO2017 validation
set and COCO2014-10k validation set with 4 steps, following the
evaluation setup in [40].

Method Res. Steps FID (↓)

COCO2017
Perflow 1024 4 27.06
Rectified Diffusion 1024 4 25.81
ProReflow-SDXL (Ours) 1024 4 25.36

COCO2014-10k
SDXL-Lightning 1024 4 24.56
SDXL-Turbo 1024 4 23.19
LCM 1024 4 22.16
PCM 1024 4 21.04
Perflow 1024 4 20.99
Rectified Diffusion 1024 4 19.71
DMDv2 1024 4 19.32
ProReflow-SDXL (Ours) 1024 4 19.10

a batch size of 256. Although the number of samples re-
mains consistent across stages, the training time varies due
to differences in computational complexity. Following the
approach outlined in [44], we randomly sample timesteps
per batch, with windows defining the velocity prediction
targets: the starting points are derived from noisy real
images, while the endpoints are generated by the teacher
model. With 32 teacher inference steps uniformly applied
across all stages, windows=4 requires double the number of
steps compared to windows=8, which directly aligns with
their training time ratio. Specifically, ProReflow-I com-
pletes its training in 6.5 H20 days, while ProReflow-II ex-
tends this by an additional 8.7 days, resulting in a total train-
ing duration of 15.2 H20 days.

5. Discussion
5.1. Ablation Study
We conduct ablation studies to examine our two core de-
signs: aligned v-prediction and progressive reflow. Table 4
presents results on COCO-2017 validation set. Both com-
ponents contribute to model performance, with their combi-
nation yielding the best result.

5.2. CFG Influence
It is well-established that the classifier-free guidance scale
w is a crucial factor affecting the performance of Stable
Diffusion. During training, we set w = 1 (i.e., with-
out classifier-free guidance) throughout all the stages. To
thoroughly understand the model’s behavior under differ-
ent guidance settings, we conducted extensive evaluations
across a broad range of w values from 2 to 7, measuring
both FID and CLIP score, results are shown in Figure 3.

Table 4. Ablation studies on COCO-2017 validation set. We first
show the results of gradually removing progressive reflow, aligned
v-prediction, and both components, followed by our full model.
We use a guidance scale of 4 for all the models.

Method Steps FID (↓) CLIP (↑)

w/o progressive reflow 4 23.46 30.21
w/o aligned v-prediction 4 23.09 30.25
w/o both 4 23.81 30.24
ProReflow-I 4 22.97 30.29

5.3. Step scalability
Intuitively, for diffusion models, higher sampling steps
should lead to better performance. However, this assump-
tion does not always hold in practice, as certain models
exhibit counterintuitive behavior. For instance, PeRFlow
demonstrates an unexpected increase in FID when increas-
ing sampling steps from 4 to 8 on COCO-2014 [44], which
significantly limits its practical applications. We find that
our progressive training scheme effectively addresses this
limitation by optimizing the model’s ability to generalize
across varying sampling steps. Although ProReflow-II is
trained with fewer window numbers(=2), it achieves lower
FID score with 4-steps sampling compared to ProReflow-I,
as shown in Table 1 and Table 2, demonstrating its superior
performance.

6. Conclusion

In this paper, we propose an efficient training framework
for flow-based diffusion acceleration. If viewing the opti-
mization process from temporal and spatial dimensions, our
method naturally leads to two complementary techniques
that correspond to these two dimensions respectively. Tem-
porally, progressive reflow bridges the trajectory approxi-
mation gap through curriculum learning, enabling gradual
adaptation from more windows to fewer windows. Spa-
tially, our velocity decomposition strategy emphasizes di-
rectional alignment over magnitude accuracy in velocity
prediction. This principled design not only yields superior
sampling quality but also brings advantages in optimization
stability, training efficiency, and computational costs.
Limitations Given promising few-step sampling perfor-
mance, our method shows potential for one-step genera-
tion. However, due to computational constraints, we were
unable to train the model with single window to full con-
vergence. Nevertheless, we have validated the effective-
ness of velocity decomposition in this challenging set-
ting with the same training cost, only-one-window model
equipped with aligned v-prediction demonstrate superior
performance compared to the vanilla counterpart. We plan
to move to one-step generation when resources allow.
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[45] Tianwei Yin, Michaël Gharbi, Richard Zhang, Eli Shecht-
man, Fredo Durand, William T Freeman, and Taesung Park.
One-step diffusion with distribution matching distillation. In
Proceedings of the IEEE/CVF Conference on Computer Vi-
sion and Pattern Recognition, pages 6613–6623, 2024. 2

[46] Wenliang Zhao, Lujia Bai, Yongming Rao, Jie Zhou, and
Jiwen Lu. Unipc: A unified predictor-corrector framework
for fast sampling of diffusion models. Advances in Neural
Information Processing Systems, 36, 2024. 6

28038


	Introduction
	Related Work
	Text-to-Image Generation
	Efficient Diffusion
	Rectified Flow
	Privileged Information in Distillation

	Methods
	Temporal Segmentation for ReFlow
	Progressive ReFlow
	Aligned V-prediction

	Experiments
	Experiment Configuration
	Quantitative Results
	Qualitative Comparison
	Training Cost

	Discussion
	Ablation Study
	CFG Influence
	Step scalability

	Conclusion

