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Abstract

Standard video codecs are rate-distortion optimization
machines, where distortion is typically quantified using
PSNR versus the source. However, it is now widely ac-
cepted that increasing PSNR does not necessarily trans-
late to better visual quality. In this paper, a better bal-
ance between perception and fidelity is targeted, in order
to provide for significant rate savings over state-of-the-art
standards-based video codecs. Specifically, pre- and post-
processing neural networks are proposed that enhance the
coding efficiency of standard video codecs when bench-
marked with an array of well-established perceptual quality
scores. These “neural wrapper” elements are end-to-end
trained with a neural codec module serving as a differen-
tiable proxy for standard video codecs. The codec proxy is
Jjointly optimized with the pre- and post components via a
novel two-phase pretraining strategy and end-to-end itera-
tive refinement with stop-gradient. This allows the neural
pre- and postprocessor to learn to embed, remove and re-
cover information in a codec-aware manner, thus improv-
ing its rate-quality performance. A single neural-wrapper
model is thereby established and used for the entire rate-
quality curve without needing any downscaling or upscal-
ing. The trained model is tested with the AVI and VVC
standard codecs via an array of well-established objective
quality scores (SSIM, MS-SSIM, VMAE, AVQT), as well as
mean opinion scores (MOS) derived from ITU-T P.910 sub-
Jjective testing. Experimental results show that the proposed
approach improves all quality scores, with -18.5% average
Bjontegaard Delta-rate (BD-rate) saving over all objective
scores and MOS improvement over both standard codecs.
This illustrates the significant potential of neural wrapper
components over standards-based video coding.

1. Introduction

It is now widely accepted that that signal-to-noise (SNR)
ratio is a poor indicator of visual quality in video coding
[6, 19, 26, 42]. Instead, quality scores that include elements
of human perception [42], perceptual modelling of encod-
ing artifacts [51], as well as viewing setup awareness [4, 65]
have emerged as strong contenders for the best means to
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objectively characterize visual quality. This has also led
to the research community now moving away from SNR-
optimization [26] in favor of structural similarity (SSIM
[65]), video multimethod assessment fusion (VMAF) and
Apple’s advanced video quality tool (AVQT) optimization
[4, 42]. However, all current perceptual optimization ap-
proaches in standards-based video encoders have one or
more of the following detriments:

* they require multiple encoding passes or in-loop imple-
mentation within a specific encoder;

* they only optimize for a single quality scoring method
like VMAF or SSIM and are shown to be detrimental in
other quality scores;

* they comprise hand-crafted (shallow) models of low-level
human perception and fail to encapsulate several charac-
teristics of more advanced quality scoring methods like
VMAF or AVQT in a data-driven and learnable manner;

* their Bjontegaard Delta-rate (BD-rate) improvement on

well-established quality scores like SSIM, VMAF and
AVQT is in the order of a few percentile points.
A neural codec “wrapper” is proposed in this paper as
the means to augment standard video codecs and opti-
mize them for perceptual quality. Including neural pre-
and postprocessing in conventional encoding pipelines
is shown to clearly outperform the equivalent codecs
without these components. This allows for conventional
streaming ecosystems to continue operating “as-is” and
does not break standards. That is, when neural compo-
nents cannot be supported before encoding or after de-
coding, the system can just disable them with appropriate
adaptation, without jeopardizing video streaming. The
key contributions of the paper are listed as follows.

— A novel pretraining regime for modelling a conven-
tional codec with a neural codec model is proposed,
which uses the implicit encoder-decoder structure of
the neural codec to align both video quality and rate.

— An end-to-end training regime for jointly training pre
and postprocessors is proposed. Starting with a pre-
trained neural codec model, it is proposed to iteratively
update the codec model. This approach allows for more
accurate gradients to be backpropagated to the prepro-
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Figure 1. Left: Functional block diagram of the multi-stage training data flow. Right: Components of codec model M that are used as a
proxy for the target codec C. AE/AD denotes arithmetic encoding followed by arithmetic decoding and Q denotes quantization. See Sec. 3
for details.

Cessor.
The trained pipeline is evaluated on gaming sequences
and significant BD-rate gains versus AV1 and VVC en-
coding are demonstrated with just a single pre- and
postprocessor model. In addition, the proposed neural
wrapper is shown to outperform a state-of-the-art neu-
ral encoder [35], as well as the state-of-the-art in deep
perceptual preprocessing proposed recently [11].

A functional block diagram for the proposed system is
shown in Fig. 1. Example visuals produced by the pro-
posed method are shown in Fig. 4, demonstrating that the
proposed neural wrapper framework allows for better de-
tail preservation than the underlying standard codec.

2. Related Work
2.1. Neural Video Codecs

Neural video codecs optimize neural networks for rate
and distortion by exploiting redundancies in video data.
Most notable are residual coding methods; Lu ef al. [46]
introduce deep video codec, which adopts neural net-
works within the residual coding pipeline of a traditional
codec. Optical flow is employed as a proxy for motion
vectors in order to warp the reference frame and generate
a residual frame for encoding. Numerous other methods
have been proposed based on residual coding [44, 49, 53].
Scale-space flow estimation is proposed as an improve-
ment over traditional optical flow by Agustsson et al.
[2], namely for better handling of complex motion in the
scene. Beyond residual coding methods, conditional cod-
ing methods learn feature contexts implicitly from the en-
coded context [23, 33, 34, 45, 47, 56]. Li et al. [35]
propose using diverse contexts in spatial and temporal di-
rections to perform video compression and outperform
standard video codecs when the latter are used in low-
delay mode. They improve the performance and bitrate
range in [36]. Recent work has additionally focused on
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reducing the complexity of neural codecs. For example,
Van Rozendaal et al. [64] deploy an architecture simi-
lar to Agustsson et al. [2] on a smart phone and achieve
real time performance at 1080p. Hu ef al. [25] adopt
slimmable networks for variable complexity.

2.2. Preprocessors

While postprocessing is a more mature line of research,
there has been a prevalence of work in preprocessing,
both on image and video modalities. In the image do-
main, Strumpler et al. [58] propose to modify the JPEG
encoder with an attention network and a learnable quan-
tization table, in order to modulate the source frame and
provide for additional rate savings over the JPEG encoder
alone. Conversely, Talebi er al. [59] avoid adapting the
JPEG encoder by prepended the standard encoder with
a preprocessor for deployment with a standard JPEG en-
coder and decoder. Klopp et al. [31] train a preprocessor
with a surrogate neural codec model, which is trained to
model a target image codec. In the video domain, Bourt-
soulatze et al. [9] propose a precoding network for down-
scaling with a online mode selection algorithm, in order to
alter the precoding based on scene characteristics. Con-
versely, Chadha et al. [11] propose an entirely offline
training mechanism by first modelling the core compo-
nents of a video codec in a differentiable manner. A pre-
processor is optimized on the codec model, in order to
provide further rate-quality savings over the target codec.

2.3. Postprocessors

Numerous deep learning methods have been proposed
for compressed video denoising, video super-resolution
or both tasks. Single frame methods for denoising com-
pressed videos have been proposed in [71, 72]. Multi-
frame methods have provided superior gains in metrics
compared to single frame methods. MFQE [73] detects
frames with higher quality and uses it as a reference to



improve neighboring frames. TSAN [69] uses a tempo-
ral deformable alignment and multi-scale fusion for the
task of video restoration. STDF [16] uses spatio-temporal
deformable convolution to aggregate temporal context
rather than using optical flow for frame warping. A com-
mon approach for video super-resolution is to align neigh-
boring frames and transfer information across frames
[60, 61, 66, 70]. On the contrary, other methods choose
non-local modules or 3D convolutions to gather temporal
context [29, 30, 38, 74]. Some methods recurrently prop-
agate history in the forward direction [17, 28, 55]. Re-
cent methods such as BasicVSR [12], GOVSR [75] and
BasicVSR++ [13] propagate history in forward and back-
ward directions, such that both past and future frames are
used to super-resolve the current frame. Architectures de-
veloped for video super-resolution can easily be adapted
for video denoising. Few authors have focused on the
task of jointly denoising and upscaling videos. FTVSR
[50] uses a frequency transformer which performs self-
attention in space, time and frequency to recover details.
RealBasicVSR [14] considers sensor noise, motion blur
and compression artifacts with super-resolution. CIAF
[76] uses motion-vectors from the video to approximate
optical flow. CAVSR [67] adapts the super-resolution to
the compression level of the input video. COMISR [39]
uses an architecture based on BasicVSR [12] to perform
joint denoising and upscaling.

2.4. Pre- and Postprocessors with Traditional
Codecs

Recent methods have also explored joint training of pre
and postprocessors as neural wrappers. In the image do-
main, recent work [20, 21] emulates the core blocks of
the JPEG encoder and decoder, and uses it to train pre and
postprocessors for rate-distortion savings. Similar sand-
wich approach for videos has been proposed in [24]. Son
et al. [57] propose distinct neural networks to model the
distortion and rate behavior of a standard codec, which
is thus sandwiched by pre- and postprocessor networks
for rate-distortion optimization. However, these methods
have no target codec awareness beyond the implicit in-
tra/inter coding structure. Either the codec proxy is not
learned (e.g. derived from differentiable JPEG/DCT as in
[24]), only partially learned via rate-distortion optimiza-
tion (e.g. the loop filter as in [27]) or only operates in intra
mode (as in [57] ). In this paper, the proposed framework
is directly conditioned on the target conventional codec.
Tian et al. [62] target additional rate savings with learn-
able rescaling. However, this method has no rate control
or alignment outside of the scaling factor. Conversely, the
framework proposed in this paper is jointly conditioned
on both the target codec rate and distortion and is thus
able to offer rate savings even when encoding at full res-

olution. Additionally, whereas recent work restricts eval-
uation to a limited range of the rate-distortion space, at
high bitrates [61] or substantially lower bitrates and res-
olutions [22] and on older encoding standards (AVC or
HEVC), the proposed method is evaluated against state-
of-the-art AV1 and VVC encoding, i.e.: (i) the entire
rate-quality region of practical significance is considered
(VMAF values between 40-96 and bitrates from 100kbps
to 15mbps); (ii) slow encoding presets are used (preset=4
for SVT-AV1 and preset=slow for VVenC), without lim-
iting the encoders to low-delay mode.

3. Methodology

The top-level functional block diagram of the proposed
training flow is shown in Fig. 1 and includes a prepro-
cessor P, codec model M, target codec C' and postpro-
cessor O. Notably, the target codec is a traditional video
codec, such as SVT-AV1 [32]. First, a source frame I;;, is
processed by P to generate a corresponding preprocessed
frame Ip. The preprocessed frame is simultaneously en-
coded by M and C, which generate encoded frames I,
and I respectively. Finally, encoded frames are postpro-
cessed with O to generate the output frame /,,;. End-to-
end distortion D is computed between [;, and I, and
the overall training loss is the weighted sum of D and the
bitrate Rj;. Notably, at inference, the codec model M is
removed from the pipeline and only the target codec C'is
deployed for encoding.

3.1. Codec Model Pretraining

Given the target codec C' in Fig. 1 is not differentiable, a
mechanism for adapting the proposed pipeline to the tar-
get codec behavior is required. One option is black-box
or derivative-free optimization methods [3, 7, 18]. How-
ever these methods typically rely on an approximation of
the unknown function to be optimized, and are computa-
tionally infeasible for training at scale. Another option is
to replicate the core prediction and transform blocks of
the target codec in a differentiable manner [15, 27, 54].
Such approaches can model older codecs such as JPEG,
or faster presets of AVC or HEVC successfully to an ex-
tent but fail to accurately model the operation of more
sophisticated codecs such as AV1 or VVC.

Recent work [31, 57] has instead leveraged on neu-
ral image and video codecs for predicting the target codec
behavior. In this work, a similar approach is followed,
and a neural video codec M is adapted to model the rate-
distortion behavior of a target codec C'. Specifically, the
scale-space flow architecture [2] is used to generate lossy
frames, and the implicit encoder-decoder structure and as-
sociated loss functions are leveraged to align to the target
codec behavior in a spatially localized manner. As per
Agustsson et al. [2], for each of intra, flow and residual
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encoding, the hyperprior based architecture of Balle et al.
[5] is used, without any autoregressive components.

Notably, the hyperprior architecture comprises anal-
ysis and synthesis transforms, g, and g5, for encoding to
and decoding from the quantized latent space ¢y respec-
tively. A distortion loss D(.; g4, gs) can thus be computed
between source frame [;,, (input to g,) and reconstructed
frame Ip; (output by gs). A hyper-analysis and hyper-
synthesis transform (h, and hg respectively) constitute
the hyperprior, which is used to model scale dependen-
cies ¢ within the latent space. The latent space ¢ is thus
modelled as a Gaussian scale mixture on which the rate
R(.; hq, hs) can be optimized (as Shannon entropy). Tra-
ditionally, the architecture would then be trained with an
aggregate loss function L = D + AR, where X\ repre-
sents a Lagrangian parameter for balancing between the
rate and distortion components.

When performing neural codec alignment to a target
codec, there are two key issues: (i) the model encoded
frame must align to the target encoded frame (and not the
source); (ii) selecting the best value for A when trying to
replicate target codec behavior is a non-trivial problem.
Crucially, it is noted that the rate model is exclusively
parameterized by h, and h, and distortion exclusively
by g, and g;. Subsequently, a novel two phase training
methodology is proposed for aligning both rate and
distortion to the target codec:

Phase 1: The first issue of target codec alignment is ad-
dressed via the distortion loss. To this end, the reference
for the distortion loss is changed from the source frame
I, to the target codec frame I~ and the mean squared
error is optimized:

Dy (I, Ioi0g) = B [I1Ine = IelP] (D)

where 0, represent the analysis and synthesis transform
parameters.

Phase 2: Following alignment of g, and g5 in Phase 1,
the latent space y is now conditioned on the target codec
C. To circumvent selection of an optimal X for rate, the
implicit encoder-decoder structural prior of the aligned
neural codec is leveraged in order to learn an unsuper-
vised rate alignment to the target codec. Specifically, the
maximum likelihood on the hyperprior model parameters
is optimized, in order to learn the latent space distribution
under target codec distortion alignment. The rate is thus
optimized as:

hyperprior model is optimized on intra encoded source
frames using the two-phase strategy. For inter coding, the
residual and flow hyperprior models are optimized jointly
by summing the rate and distortion components in each
phase.

The proposed two-phase pretraining ensures that
R%p is close to the target codec Rc by performing an
affine transform on R}ff’, ie., Ry = OLR}]B[,p -+ 3, where
« and (3 are scalar learnable parameters optimized with
MSE:

LS (Rar, Res o, B) = Erg[l|Rar — Rell”). (3)
The similarity of R}j}'p and R is required to properly bal-
ance the rate and distortion losses in end-to-end training.
The aggregate rate and distortion for a sequence can thus
be measured by computing the sum over all frames.

3.2. End-to-End Training

With the pretrained neural codec model, an end-to-end
trainable pipeline with both the pre and postprocessor is
developed, as illustrated in Fig. 1. In this case, the train-
ing loss is very similar to conventional neural codecs,
but is now exclusively used to train the pre and postpro-
cessers, i.e.:

L(Iouty Iin; 0P7 90) = Elin [D(Iina Iout) + )\RJW] (4)
where 0p and 6o are the pre and postprocessor parame-
ters respectively, R is the codec model rate estimation
(proportional to RA?™ + R for inter coding the flow and
residual from motion compensation, and RiM“”a for intra
coding) and D is the distortion loss component. Follow-
ing subjective assessment tests, a weighted sum of: mean
absolute error (MAE), SSIM, MS-SSIM and detail loss
metric (DLM) * [37] is proposed for the distortion compo-
nent D in Eq. (4). Specifically, D(Iin, Iout) = Ara||Lin —
Toue|| + Asstm(1 — Dssiv (fin, Lout)) + Amsssmv (1 —
Dysssiv (Zins Zout)) + AbLmDprv (ins Lout)-

Concept drift or domain shift for the codec model
is an expected consequence of end-to-end training. The
codec model is pretrained with natural videos whereas
the preprocessor is continuously updated as training pro-
ceeds; thus, the data observed by the codec model has a
non-stationary distribution. Since neural networks gener-
ally do not perform well on out-of-distribution data, an
iterative refinement mechanism is proposed, where the
codec model parameters 6, are independently updated
after each iteration of end-to-end training using the two-

REP(II\/I;QIL) = —Eg,é[longg,Ic (5\57IC)+10gP2|IC(5|IC)] phase approach described previously. Notably, in this

2
where 6}, represents the hyperprior model parameters and
Z is the quantized hyperprior latent space (which would
also be encoded and transmitted as side information in
a neural codec pipeline). For intra coding, the intra

case the input to the target codec is now the output of the

*DLM is one of the core components of VMAF [41] and is found to

better preserve details under visual degradation. Given that it is primarily
wavelet based, it can be implemented in a differentiable manner and used
for model optimization.
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preprocessor I p and not the source frame, and /¢ and R¢
represent the frame and rate output by the target codec.
Additionally, the gradients backpropagated to the
preprocessor can be better aligned towards the target
codec via the stop-gradient operator. First, it is assumed
for the remaining discussion in the section that the tensors
representing the frames are flattened, i.e., {Ip, Ins, Ic} €
RN*L where N is the number of pixels in the tensor. If
the target codec C' was differentiable then the accuracy of
the gradients backpropagated will increase by decreasing:

G=1JuIp)Viy,L—Jc(p)Vi L], (5)
where Jy; (Ip) € RV is the transposed Jacobian of M
w.rt. Ip and Vp,, L is the gradient of the objective w.r.t.
Is. Assuming that the frames I~ generated by the target
codec C are input to the postprocessor O then Eq. (5)
becomes

G =|(JuUp)—Jc(Ip))Vi. L], (6)

Since ngc) L is necessary for the networks to train,
JJ(\Z’j)(Ip) - Jg’j)(lp) should be close to zero. Thus,

8]@) 8]@) ) )
o1 19|~ |ar¥

(N
should be minimized. The above analysis can be extended
to the rate component. Eq. (7) shows that accurate gra-
dients can be backpropagated to the preprocessor if the
codec model’s output is close to the target codec’s output
and the input to the postprocessor is from the target video
codec. In the proposed training regime, the input to the
postprocessor is therefore set as

Io,, = (Ic — In) + I, ¥

where @ indicates the stop-gradient operator [63] ap-
plied to the tensor a and I is the output of the non-
differentiable video codec. Eq. (8) allows frames gener-
ated by the target codec to be passed to the postprocessor
while using the codec model for backpropagation.

In summary, the proposed training procedure has
two main steps; iterative update of the codec model and
the end-to-end update of the pre- and postprocessors. For
the end-to-end update, a stop-gradient-based approach is
proposed. Simple CNNs are used for pre and postprocess-
ing. Details of the pre and postprocessor architecture are
in the supplementary. The end-to-end training pipeline is
shown in Algorithm 1.

4. Experimental Results
4.1. Training

The Vimeo-90k dataset [70] was used to train the codec
model and perform end-to-end training. The training

Algorithm 1 End-to-end training pipeline of the pre and
postprocessor

Require:
Require:
Require:
Require:
Require:

I, batch of video frames
01s, parameters of the codec model
0 p, parameters of the preprocessor
0o, parameters of the postprocessor
ar, learning rate for training
for all I;,, do
Ip + P(I,)
(Ic, Rc) < C(Ip)
(IM, R]W) — M(Ip)
Get D¥” and 0, < 0, — a Vo, D}P
Get R}I\L/‘TIJP and 6, < 0;, — (XLVQ,LRK?ZD
Get LS\(;’B) and (o, 8) < («, B) — aLV(aﬁ)Lg\(j’B)
Generate I, using Eq. (8)
Iout — O(Iom)
Get L using Eq. (4)
913 < 91) — OLLVQPL
90 < 90 — OéngoL
end for
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pipeline and the pre- and postprocessor are implemented
in the YUV colorspace. A fixed learning rate of 10~% is
used for each network with the rest of hyper-parameters
set as: A = 01, >\L1 = 01, ASSIM = 025, AI\/ISSSIM =
0.25; Apr.v = 0.2. Batch size, GOP and maximum it-
erations are set to 4, 4 and 500000, respectively. Both
Phase 1 and 2 of pretraining are performed for 500000 it-
erations. The model is trained on source frames only in an
open-loop configuration; i.e., no reconstructed frames are
fed into the preprocessor as input. A low-delay recipe of
SVT-AV1 (described in supplementary) is used for codec
model alignment for pre-training and end-to-end train-
ing. The codec model encoding is aligned to the GOP
of the target codec, such that intra and inter coding are
also aligned. For experiments on VVC, it was found that
codec model alignment to a low-delay recipe of VVenC
provided slight BD-rate gains over SVT-AV1 alignment,
albeit at high computational overhead during training.
Therefore, the presented results are carried out with a sin-
gle neural wrapper model (one encode) developed based
on codec proxy model alignment to SVI-AV1. This is
practically more feasible than [24], which requires 9 com-
binations of models (9 encodes) + convex hull optimiza-
tion and is thus far more computationally demanding.

4.2. Evaluation Protocol

Four 1080p video datasets were used for evaluation: (i)
16 gaming sequences captured in a commercial setup
(Gaming); (ii) The 16 XIPH natural sequences used by
recent work [11] (XIPH); (iii) The 1080p sequences of
the UVG [48] dataset (UVG); (iv) HEVC-B [8] dataset



(HEVC-B). The proposed method was applied with SVT-
AV1 [32] for AV1 and VVenC [10] for VVC. All exper-
iments were performed with YUV 4:2:0 8-bit sequences.
In all cases, the protocol of Li et al. [35] is followed and
96 frames are evaluated. However, unlike Li [35], both
standard encoders are used without their low-delay limita-
tion, in order to attain their best performance (see supple-
mentary for details on sequences and encoding recipes).
Ablation results are with the SVI-AV1 lowdelay recipe
(see supplementary). Results in Tab. 3 and 4 are on the
Gaming dataset.

In order to cover a wide range of well-established
objective quality scoring methods, the following scores
are used: SSIM, MS-SSIM, VMAF [42, 52] and the
AVQT score from Apple [4]. In order to showcase the
generality of the proposed approach, the same pre- and
postprocessor models are used for: (i) all the points on the
RD curves, (ii) all quality scores and (iii) both standard
codecs. Perceptual models are used for competing meth-
ods when available. Comparison is provided against a
competitive video preprocessor (DPP [11]), SOTA neural
codecs (DCVC-DC [35] and DCVC-FM [36]), and per-
ceptual modes of standard codecs. The comparisons in-
clude results of end-to-end training with the codec model
of Hu et al. [24] with the proposed network architectures
and losses used to illustrate the effectiveness of the pro-
posed codec model. For DCVC-DC and DCVC-FM, the
best available pretrained models (publicly provided by the
authors) are used.

4.3. Objective Quality Assessment

The quantitative results of the proposed method are
shown in? Fig. 2, and Tab. 1 and Tab. 2. These results
show that the proposed approach provides for BD-rates
between -5.4% to -30% in comparison to the underly-
ing standard encoders. BD-rate savings tend to be higher
for quality scores that are more perceptually-oriented.
Compared to competing methods, the proposed approach
is shown to offer significantly more consistent BD-rate
improvements over all quality scoring methods (ALL
columns of Tab. 1 and Tab. 2). Importantly, as shown in
Fig. 2, unlike DCVC-DC that is only covering a very lim-
ited bitrate-quality range at the very top end, the proposed
approach outperforms all other methods on the entire “ac-
tive” region of bitrate-quality, i.e., VMAF of 40-93 [32],
which encapsulates the entirety of commercially-relevant
bitrates for 1080p video streaming. Given that the neural
wrapper is optimizing perceptually, BD-rates for PSNR
tend to show regression on PSNR (see supplementary) but
visual inspection and an array of perceptual metrics indi-
cate that the proposed approach offers significant benefits

T All combined plots of Fig. 2 and Fig. 3 are produced with the slope-

based integration method of Wu et al. [68] and are shown in log-scale.

g
o0 ~WC
2 / o VVC+QPA
Vs VVC+DPP[11]
-l WCH23]
“a ~DCVC-DC[34]
i ~DCVC-FM[35]
~WWC+Prop.
Bitrate (kbps)
(a)
e
A%
A We
s - VVC+QPA
a2 /,/l'/ VVC+DPP[11]
/ ol WWC+{23)
P ~+DCVC-DC[34]
n ’/_,-' ~DCVC-FM(35]
s ~+WVC+Prop.
Bitrate {kbps)
©
‘ //" =t
’ LT we
£ = VVC+QPA
2o /_/,"* VVC+DPP(11]
o 7 weH(23)
/" ~DCVC-DC[34]
7 - DCVC-FM[35]
~+WC+Prop.
Bitrate (kbps)
(e)
e
on et
>
o 4 +~WWC
= — VVCHQPA
@ o VVCHDPP(11]
on 7 WVCH23]
~DCVC-DC[34]
- +DCVC-FM[35]
b ~WVC+Prop,
Bitrate(kbps)

Figure 2. Combined rate-quality plots over Gaming ((a), (b)),
XIPH ((c), (d)), UVG ((e), (f)) and HEVC-B ((g), (h)) datasets.

e

~WC
WCHQPA
WWC+DPP[11]

o VMAFL . s

weH[23]

~DCvC-DC[34]
~DCVC-FM[35)

~WC+Prop.

Bitrate (kbps)

(d)

e

'_/ “~WC
//.: Y VVCHQPA

& WCHDPP(11]
e weH{23)
/ ~DCVC-DC[34)
-~ +DCVC-FM[35)
~+-VVC+Prop.

VMAF

Bitrate (kbps)

(@

T
e e ~wWe
/'- VVCHQPA

_ VMAF

VVC+DPP[11]

WC+[23)
+DCVC-DC[34]
+DCVC-FM[35)
~VVC#Prop.

Bitrate (kbps)

®

/T' 'ﬂ:_. -

~we
VVCHQPA
VVC+DPP[11]
WCH?23]
~DCVC-DC[34]
+DCVC-FM[35]
~WVC+Prop.

VMAF

Bitrate (kbps)

()

See supplementary for more results.

17748

in visual quality. Nonetheless, the results of DCVC-DC
and DCVC-FM are remarkably good given that they are

fully neural approaches.

4.4. Subjective Quality Assessment

To assess the visual quality of the proposed approach, a
5-scale absolute categorical rating (ACR) test with hid-
den reference was conducted under the ITU-T P.910 test
conditions and SUREAL post-processing [40, 43] (see
supplementary for details). Raters were shown videos
generated by the codec and proposed method. Separate
tests were conducted for AV1 and VVC with each test
comprising 72 sequences. The combined rate-MOS plots
are shown in Fig. 3. The BD-rates reported in the figure
for the proposed approach are mostly in line with AVQT
and VMAF BD-rates reported for Gaming in Tab. 1 and



Table 1. BD-rates vs. AV1 (more negative is better). AV1+SSIM
denotes codec tuned for SSIM (-tune ssim). ALL indicates average

BD-rate over all quality scores.

Dataset Method SSIM  MSSSIM  AVQT VMAF ALL
AV1+SSIM -4.5 -5.4 -5.1 2.1 -3.2
Gaming AVI1+DPP [11] -52 -6.1 -176  -11.3  -10.0
AV1+[24] 14.9 6.3 12.2 -1.4 8.0
DCVC-DC [35] -154 -36.1 -35.6 21.84 -16.3
DCVC-FM [36] 14.8 6.0 4.2 -2.9 55
AV1+Proposed  -15.5 -13.8 -19.6  -30.0 -19.7
AV1+SSIM -3.5 -4.0 -5.4 32 2.4
XIPH AVI+DPP [11] -4.3 -39 -9.0 -16.7 -85
AV1+[24] 12.9 6.1 4.5 1.7 6.3
DCVC-DC [35] -18.4 -25.5 12.0 322 0.3
DCVC-FM [36] 17.6 9.0 8.2 35 9.6
AV1+Proposed  -10.9 -7.1 -28.8 -30.1  -19.2
AV1+SSIM -2.8 -3.1 -2.8 2.9 -1.4
UvG AV1+DPP [11] -3.8 -3.0 9.2 -21.7 9.4
AVI1+[24] 9.1 4.4 33 32 5.0
DCVC-DC [35] -20.8 -10.2 42 18.2 2.1
DCVC-FM [36] 204 9.6 9.8 9.4 12.3
AV 1+Proposed  -16.2 -9.7 -222  -319  -20.0
AV1+SSIM -5.4 -5.3 -4.7 29 -3.1
HEVC-B AVI+DPP [11] -8.7 -6.9 -5.7 -20.1 -10.3
AVI1+[24] 2.6 1.8 31 1.1 0.6
DCVC-DC [35] -35.3 -29.1 -11.6 37.2 -9.7
DCVC-FM [36]  -6.5 -11.7 =17 -5.8 -19
AV 1+Proposed  -14.5 -13.4 -151 -41.8  -21.2

Table 2. BD-rates vs. VVC (more negative is better). VVC+QPA
indicates quantization parameter adaptation is enabled. ALL indi-

cates average BD-rate over all quality scores.

Dataset Method SSIM  MSSSIM  AVQT VMAF ALL
VVC+QPA 0.4 4.6 134 1.5 4.9
Gaming  VVCHDPPIII 13 16 92 90 53
VVC+[24] 39.5 323 114 7.8 22.7
DCVC-DC [35] 9.1 -11.5 -21.3 38.9 3.8
DCVC-FM [36] 4.9 18.4 10.9 18.4 13.1
VVC+Proposed  -16.6 -8.7 -19.0 -14.3  -14.6
VVC+QPA -0.9 22 1.1 2.7 13
XIPH VVC+DPP [11] -23 -1.6 -10.5 -10.4 -6.2
VVC+[24] 294 244 12.2 9.5 18.9
DCVC-DC [35] -8.1 -12.0 9.2 41.1 7.5
DCVC-FM [36] 4.3 13.1 0.5 16.8 8.7
VVC+Proposed  -11.4 -5.4 -16.5 -18.0  -12.8
VVC+QPA -0.1 1.6 7.7 1.5 2.7
UVG VVC+DPP [11] -14 -1.1 -7.0 -11.4 -5.2
VVC+[24] 26.8 235 7.9 6.5 16.2
DCVC-DC [35] -8.2 16.0 -1.4 29.1 8.9
DCVC-FM [36] -2.7 14.1 12.5 14.7 9.65
VVC+Proposed -11.8 -54 -13.9 -13.8 -11.2
VVC+QPA 0.9 1.2 1.1 2.1 13
VVC+DPP [11] -19.2 -16.7 -17.2 -16.7 -17.4
HEVEB  yveypa 05 05 01 23 03
DCVC-DC [35] -17.0 55 6.3 499 84
DCVC-FM [36] 18.8 15.8 144 12.1 15.3
VVC+Proposed  -31.8 -27.4 -25.2 -33.3 294

Tab. 2. Sample visual results of the proposed method are
shown in Fig. 4. The results show that the proposed ap-
proach is temporally coherent, and better capable of pre-
serving structure, retaining textures and denoising codec
artifacts, also reflected in the MOS scores of Fig. 3.

o svrav 151« o wene
&~ proposed, BD-rate: 26.17 «

10

3
bitrate(kbps) bitrate(kbps)

(@) (b)

Figure 3. Combined rate-quality plots with P.910 MOS.

Table 3. BD-rates of different component configurations.

Pre Post SSIM MSSSIM AVQT VMAF

v/ 256 208 214 205

v X 17.9 13.2 29.8 -34.1

X v 2.9 0.4 4.1 -33.3
4.5. Ablation

Two-phase pretraining: The rate-quality alignment be-
tween target codec C' and model M after two-phase pre-
training is validated by comparing their performance on
a dataset ov dieo sequences. The Pearson correlation co-
efficient (PCC) is improved from 0.56 and 0.60 to 0.88
and 0.85 for bitrate and PSNR, respectively (see supple-
mentary for more results). Note that the PCC for rate is
computed between R and R;‘Vﬁ/p . This indicates that both
distortion and bitrate of the codec model and target codec
correlate better after the two-phase pretraining, which is a
sufficient condition for gradient-based optimization [31].
Tab. 4 shows the effect of pretraining on wrappers.
Pre/post processing: Tab. 3 shows the effect of remov-
ing either the pre or the postprocessor from the overall
pipeline under the same training pipeline. Removing the
preprocessor is equivalent to training a video denoiser.
While BD-rate gains for VMAF are maintained with only
the pre- and postprocessor, this can be attributed to sharp-
ening effects over the source content, which VMAF has
susceptibility to [1]. Indeed, with more naive content
enhancement such as sharpening, fidelity oriented meth-
ods such as SSIM and MS-SSIM will experience BD-
rate losses, which can be seen when training both pre
and postprocessors alone. Only jointly training both pre-
and postprocessors is able to achieve substantial BD-rate
gains across all quality scores. Fig. 5 provides a generic
example where the preprocessor embeds information into
the source frame which does not significantly increase the
bitrate and can survive the codec compression. This infor-
mation is used by the postprocessor for reconstruction.
End-to-end training: For end-to-end training, an abla-
tion is performed over the proposed iterative updates of
the codec model and stop-gradient during training. The
results are provided in Tab. 4 under different training con-
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Figure 5. Results of components of the pipeline where (a), (b), (¢) and (d) are the source frame, preprocessor output, codec output and
postprocessor output, respectively.

Table 4. BD-rates with different training configurations. 5. Conclusion

Pretrain  Iter. Update  Stop Grad. SSIM  MSSSIM  AVQT ~VMAF This work proposes a new approach to jointly train neural
v v v 256 208 214 205 pre and postprocessors to improve the rate-quality perfor-
’ ; ‘; PR mance of conventional video codecs. It is proposed to
v X v 112 65 77 131 use a neural codec to model the standard codec’s sophis-

ticated rate-quality characteristics, combined with: (i) a
novel approach to pretrain the codec model; (ii) a new
method to train the neural wrapper model jointly with the
codec model in the middle. Extensive evaluations with
state-of-the-art AV1 and VVC codecs show that the pro-
posed neural wrapper approach provides for consistent
BD-rate improvement over standard codecs. Unlike neu-
ral methods for preprocessing and encoding, the proposed
method allows for consistent improvement over all qual-
ity scores (SSIM, MSSSIM, AVQT, VMAF, P.910 MOS)
over the entire rate-quality region of modern standards.

figurations. Notably, when training the pre- and post-
processor with only iterative updates, there are BD-rate
losses in SSIM and MS-SSIM. This is a by-product of
the domain shift between the source and preprocessor
output that increases as end-to-end training progresses.
When performing end-to-end training with both iterative
updates and stop gradient, there is a sufficient alignment
constraint on the codec model, which leads to demonstra-
ble BD-rate gains across quality scoring methods.
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