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Figure 1. Samples (1024× 1024) generated by our 3-step ARD model, distilled from a 1.7B Emu.

Abstract

Diffusion models with transformer architectures have
demonstrated promising capabilities in generating high-
fidelity images and scalability for high resolution. How-
ever, iterative sampling process required for synthesis is
very resource-intensive. A line of work has focused on dis-
tilling solutions to probability flow ODEs into few-step stu-
dent models. Nevertheless, existing methods have been lim-
ited by their reliance on the most recent denoised samples
as input, rendering them susceptible to exposure bias. To
address this limitation, we propose AutoRegressive Distil-
lation (ARD), a novel approach that leverages the histori-
cal trajectory of the ODE to predict future steps. ARD of-
fers two key benefits: 1) it mitigates exposure bias by uti-
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lizing a predicted historical trajectory that is less suscep-
tible to accumulated errors, and 2) it leverages the pre-
vious history of the ODE trajectory as a more effective
source of coarse-grained information. ARD modifies the
teacher transformer architecture by adding token-wise time
embedding to mark each input from the trajectory history
and employs a block-wise causal attention mask for train-
ing. Furthermore, incorporating historical inputs only in
lower transformer layers enhances performance and effi-
ciency. We validate the effectiveness of ARD in a class-
conditioned generation on ImageNet and T2I synthesis. Our
model achieves a 5× reduction in FID degradation com-
pared to the baseline methods while requiring only 1.1%
extra FLOPs on ImageNet-256. Moreover, ARD reaches
FID of 1.84 on ImageNet-256 in merely 4 steps and outper-
forms the publicly available 1024p text-to-image distilled
models in prompt adherence score with a minimal drop
in FID compared to the teacher. Project page: https:
//github.com/alsdudrla10/ARD.
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(a) Step Distillation (baseline)

(b) AutoRegressive Distillation (ours) (c) A Comparison of distillation methods. (d) A comparison of recent generative models.

Figure 2. (a, b) Overall scheme of the baseline and proposed distillation methods. The training trajectory is given by the teacher ODE. (c,
d) Comparison of the efficiency-performance trade-offs of the distillation methods and public generative models on ImageNet 256p.

1. Introduction

Diffusion models currently dominate image synthesis land-
scape due to their striking generalization capabilities and
unprecedented visual quality [8, 12, 56, 61]. Unlike gener-
ative adversarial networks (GANs) [16], the stable training
of DMs facilitates their expansion to high-resolution image
generation. Recently, models based on Diffusion Trans-
formers (DiT) [54] architecture gained significant popu-
larity due to their excellent scaling properties and ability
to generate high-resolution images [5, 6]. However, sam-
pling from DMs requires repeated neural network evalua-
tions [44], which makes the high-resolution image synthesis
slow and resource-intensive.

DMs generate samples by solving the denoising process
numerically. The denoising process has a probability flow
ordinary differential equation (ODE) formulation [69, 71],
which provides deterministic coupling between noise and
samples. To reduce sampling costs, a series of distillation
models [17, 27, 42, 45, 62, 72, 86] have been developed that
learn to predict ODE solution with fewer steps. However,
few-step student models suffer from exposure bias [53, 57]
because the student’s intermediate prediction often deviates
from the teacher’s ODE due to estimation errors. The errors
accumulate during iterative sampling, causing the predic-
tion to become more erroneous as we approach a solution.

To address exposure bias in few-step distillation models,
we propose an AutoRegressive Distillation (ARD) method
for diffusion transformers. ARD predicts the next sample
xτs−1

based on both the current estimate xτs and the en-
tire historical trajectory, which is more informative. This
approach offers two benefits: it reduces accumulated errors
and provides a better source of coarse-grained information
which is contained in the historical trajectory. Incorporat-
ing the historical trajectory in the lower layers further in-
troduces an inductive bias to handle coarse-grained infor-
mation. We find that when distilling based on the whole
historical trajectory, the FID degradation from the teacher
is five times lower than that of the baselines on ImageNet
256p, with only 1.1% more computation required. Our ap-

proach also scales well and can be used to distill 1024p text-
to-image diffusion transformers, which outperform public
distillation approaches in text-image alignment metrics.

2. Preliminary
2.1. Diffusion models
Diffusion models define a forward process and a corre-
sponding reverse process with Stochastic Differential Equa-
tions (SDEs). The forward process in Eq. (1) maps from the
data x0 ∼ pdata(x0) to a noise xT .

dxt = f(xt, t)dt+ g(t)dwt, (1)

where f : Rd × [0, T ] → R is a drift term, g : [0, T ] → R is
a diffusion term, and wt is a Wiener process. The forward
process is often set to variance-preserving [22] or variance-
exploding [71] SDEs to closely resemble a Gaussian distri-
bution at t = T . Diffusion models generate the data from
the noise xT ∼ pprior(xT ) through a reverse process [1, 71].
There exists a probability flow ODE (PF-ODE), which is a
deterministic counterpart of the reverse process:

dxt = [f(xt, t)−
1

2
g(t)2∇xt

log pt(xt)]dt. (2)

Here pt(xt) is the marginal distribution defined by the for-
ward process in Eq. (1). PF-ODE has the same marginal dis-
tribution as the reverse SDE while providing deterministic
coupling between the noise xT and the sample x0. Since the
score function ∇xt

log pt(xt) is intractable, it is estimated
by a neural network ∇xt

log pt(xt) ≈ ∇xt
log pϕt (xt) with

a score matching objective [70, 79].

2.2. Step distillation models
The solution of an ODE in Eq. (2) is obtained by xT +∫ 0

T
dxt

dt dt; however, it requires a sufficient number of steps
to reduce discretization error [9, 44]. In order to com-
pute dxt

dt at each step, we need to evaluate the learned neu-
ral score function ∇xt log p

ϕ∗

t (xt), leading to high com-
putational costs. To make inference efficient, step distil-
lation [51, 62] defines intermediate times τs := T × s

S
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Figure 3. (a) The proposed transformer architecture for ARD. (b) The visualization of generalized mask options used during training: M1
represents step distillation, while M4 is the default setting of ARD. M2 and M3 are intermediate options between M1 and M4.

with S as the total number of student steps and s ∈
{0, 1, . . . , S}. These intermediate times define a trajectory
µϕ∗ := [xτS ,xτS−1

, . . . ,xτ1 ,xτ0 ] within the teacher ODE
starting from an initial noise xτS = xT and ending with a
clean sample xτ0 = x0. The student model learns a joint
probability p(µϕ∗) defined as:

p(µϕ∗) = pprior(xτS )×
S∏

s=1

p(xτs−1
|xτs) (3)

By the deterministic nature of PF-ODE, each conditional
probability p(xτs−1

|xτs) is a Dirac delta distribution, so
it can be modeled by the deterministic mapping func-
tion; xτs−1 = G(xτs , s) := xτs +

∫ τs−1

τs
dxt

dt dt. The
student model Gθ(xτs , s) ≈ G(xτs , s) learns to mimic
the ground truth ODE integrations. Progressive distilla-
tion [51, 62] proposes a progressive algorithm for step dis-
tillation. However, such algorithm suffers from a signifi-
cant drawback: the accumulation of errors during its itera-
tive training phases when the student becomes the teacher
again. Training a few-step student model directly from the
teacher using Lstep mitigates the accumulated errors brought
the iterative progressive distillation procedure. We build our
method on top of step distillation, where we directly learn-
ing from the teacher:

Lstep := Eµϕ∗

[
S∑

s=1

||Gθ(xτs , s)− xτs−1 ||22

]
. (4)

Exposure bias During inference, the generation starts
from xτS ∼ pprior(xτS ). At each step, the student model
predicts x̂τs−1 = Gθ(x̂τs , s) based only on the current sam-
ple x̂τs . If x̂τs deviates from the teacher ODE, the student
model Gθ infers based on an unseen sample that was not

encountered during training. Consider, for example, the
intermediate samples depicted in Fig. 2a, where a fish is
shown without eyes, despite such samples did not appear in
the training data. This unforeseen input propagates through
the sampling process, culminating in a final sample xτ0 that
also lacks eyes. This exposure bias is an inherent limita-
tion of the iterative procedure [53, 57], unless perfect opti-
mization is achieved. The errors accumulate as the iterative
sampling process progresses.

2.3. Autoregressive models
Autoregressive models [32] represent the joint probabil-
ity distribution of a multivariate random variable x :=
[xS , xS−1, . . . , x0] by decomposing it into a product of con-
ditional probabilities p(x) = p(xS) ×

∏S
s=1 p(xs−1|xS:s),

where xS:s = [xS , xS−1, . . . , xs]. This formulation, as de-
picted above, does not rely on any specific assumptions.
Each component p(xs−1|xS:s) of the decomposition incor-
porates the information of all preceding variables.

3. Method
In this section we introduce the AutoRegressive Distillation
(ARD) of diffusion transformers (DiT). Figure 2b provides
an overview of the ARD process. We’ll break down the
probabilistic formulations of distillation in Section 3.1, then
move on to the transformer architecture design for our stu-
dent model in Section 3.2. Lastly, we’ll cover training and
inference in Section 3.3.

3.1. Autoregressive distillation
This section generalizes the step distillation formulation in
Eq. (3) to ARD. The decomposition in Eq. (3) is valid with-
out whole historical trajectory information under perfect
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× (𝐿 − 𝑁)

(a) Using historical trajectory in N layers.

(b) N = 28 / Query: x0.75T

(c) N = 6 / Query: x0.75T

(d) N = 28 / Query: x0.5T

(e) N = 6 / Query: x0.5T

(f) N = 28 / Query: x0.25T

(g) N = 6 / Query: x0.25T

Figure 4. (a) shows an additional inductive bias that we impose by using the historical trajectory in lower layers only. (b, d, f) show the
attention scores for each history input (key tokens) during the 2nd, 3rd, 4th steps when N = L. (c, e, g) show the same but with N = 6.
The attention score on input xτs′ is the sum of attention weights for all key tokens in xτs′ , indicating the portion of xτs′ .

distillation. However, when each probability p(xτs−1
|xτs)

is approximated by x̂τs−1
= Gθ(xτs , s), the discrepancy

with the ground truth is inevitable due to estimation error,
leading to the exposure bias problem discussed in Sec. 2.2.

To mitigate this problem, we extend the formulation of
Eq. (3) in an autoregressive manner motivated by Sec. 2.3:

p(µϕ∗) = pprior(xτS )×
S∏

s=1

p(xτs−1
|xτS :τs), (5)

where xτS :τs = [xτS ,xτS−1
, . . . ,xτs ] denotes the histori-

cal trajectory. This formulation has two benefits: (i) Ev-
ery step includes the ground truth initial noise xτS as input,
which has a deterministic coupling with the prediction tar-
get xτs−1

. Furthermore, the historical trajectory predictions
from x̂τS−1

to x̂τs+1 are more accurate compared to the re-
cent sample x̂τs because for them the error had less chances
to accumulate during inference. In contrast, the input in
Eq. (3) is merely the current sample x̂τs , making it vulner-
able to exposure bias. (ii) To predict xτs−1

at every step,
the model needs to generate both coarse-grained and fine-
grained information. The recent denoised sample xτs is the
best source for fine-grained information, but the historical
trajectory close to xτS is a better source for coarse-grained
information [13, 60].

For the modified student formulation, we aim to estimate
p(xτs−1 |xτS :τs), which is still a Dirac delta distribution. To
achieve this we define a new mapping function xτs−1 =

G(xτS :τs , s) := xτs +
∫ τs−1

τs
dxt

dt dt. This function is then
approximated by a student neural network Gθ(xτS :τs , s).

3.2. Transformer design
The design of our mapping function Gθ(xτS :τs , s) defined
in Sec. 3.1 is not trivial because the input size varies depend-

ing on the denoising step s. To overcome this, we modify
the teacher DiT backbone to accommodate multiple inputs.

Architecture To handle the historical trajectory, we de-
sign transformer-based autoregressive model as shown in
Fig. 3a. Each input xτs is tokenized into a sequence of
tokens using a shared patch embedder. Since each input
xτs has the same spatial structure as a 2D grid, positional
embeddings are shared across the inputs. The transformer
blocks need to identify the order of each token in the in-
puts sequence xτS , . . . ,xτs . To this end, we add an ex-
tra time-step embeddings to each token similar to the level
embedding in VAR [76].1 The recent denoised sample xτs

becomes the query tokens, and the history sequence xτS :τs

becomes the key-value tokens in the self-attention blocks.
After passing through L stacked transformer blocks, the to-
kens are linearly transformed and de-tokenized to obtain a
sample xτs−1

.

Historical trajectory only in lower N layers. Fig-
ures 4b, 4d and 4f show the attention scores of each input
in (2nd, 3rd, 4th) steps at each L transformer layers. The re-
cent denoised sample xτs is most activated as key tokens
in the higher layers, while the historical trajectory xτS :τs+1

is activated in the lower layers. The lower layers in DiT
blocks are known to consider coarse-grained information,
while the higher layers in DiT blocks are considered fine-
grained information [19]. This attention portion validates
that the historical trajectory is useful and serves as a bet-
ter source of coarse-grained information. However, the his-

1The original DiT backbone uses time embedding with adaLN [55] be-
cause the tokens in the DiT teacher are always from the same input, so it
does not need to identify time on a token-wise basis. On the other hand,
our student model needs to be modified to identify the origin of each token.
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torical tokens still slightly fluctuate in the higher layers in
Figs. 4b, 4d and 4f, possibly due to imperfect optimization.
We propose additional design choices in transformer layers
as shown in Fig. 4a; using the historical trajectory only in
the lower N layers. This inductive bias enhances the use
of the historical trajectory in the lower layers as shown in
Figs. 4c, 4e and 4g.

3.3. Training and inference procedure
The default training objective of ARD is a regression loss
LARD in Eq. (6), and it is optimized with respect to θ.
The transformer architecture in Fig. 3a allows computing
x̂τs−1 = Gθ(xτS :τs , s) for all s ∈ {1, . . . , S} simultane-
ously by using an attention mask. We can generalize our
framework by designing the attention mask as shown in
Fig. 3b. Block-wise causal attention in option M4 is the
most flexible, as it uses the entire trajectory history. Option
M1 represents step distillation, which only uses the current
sample xτs as input. Options M2 and M3 are intermediate

choices between M1 and M4. The windowed attention in
M2 uses only the current and the previous sample from the
trajectory history. The attention mask in M3 uses the most
recent denoised sample and the initial noise xτS , which
helps to consistently preserve the ground truth signal. Our
framework can also benefit from an additional discriminator
loss for the final prediction x̂τ0 = Gθ(xτS :τ1 , 1), similar to
[27]. By using real data in this loss, we can further improve
the high-frequency details in the student generations, even
outperforming the teacher.

LARD := Eµϕ∗

[
S∑

s=1

||Gθ(xτS :τs , s)− xτs−1 ||22

]
(6)

During inference, the generation starts from xτS ∼
pprior(xτS ). At each step, the student model predicts
x̂τs−1

= Gθ(x̂τS :τs , s) based on the entire historical pre-
dictions x̂τS :τs = [xτS , x̂τS−1

, . . . , x̂τs ]. The information
of [xτS , x̂τS−1

, . . . , x̂τs+1 ] is stored as kv-cache in the pre-

Table 1. Comparison with distillation methods from the same teacher. The teacher uses DiT-XL/2 architecture trained on ImageNet 256p.
Loss R denotes the use of regression loss for distillation, and R+D denotes using additional discriminator loss. The FLOPs and latency are
measured during the denoising process. Latency refers to the time required to generate one image measured on an H100.

Model Loss Mask Steps (S) ↓ GFLOPs ↓ Latency (ms) ↓ FID ↓ IS ↑ Prec ↑ Rec ↑

DiT/XL-2 - - 250 59300 4935 2.27 278.24 0.830 0.570
(target teacher) - - 25 5930 493.5 2.89 230.22 0.797 0.572

KD [45] R - 1 118.6 17.01 11.88 148.61 0.665 0.565

Step Distill. [62] (N = 0) R M1 2 237.2 33.05 10.92 167.08 0.681 0.518
ARD (N = 6) R M4 2 238.1 34.05 6.29 188.05 0.737 0.564
ARD (N = 28) R M4 2 241.5 34.90 6.54 186.18 0.734 0.569

Step Distill. [62] (N = 0) R M1 4 474.4 64.80 10.25 181.58 0.704 0.474
ARD (N = 6) R M2 4 477.1 65.57 4.75 203.58 0.768 0.572
ARD (N = 6) R M3 4 477.1 65.57 4.45 206.93 0.773 0.572
ARD (N = 6) R M4 4 479.9 66.34 4.32 209.03 0.770 0.574
ARD (N = 28) R M4 4 500.2 67.85 4.80 201.15 0.761 0.566

Step Distill. [62] (N = 0) R+D M1 4 474.4 64.80 3.84 221.16 0.785 0.557
ARD (N = 6) R+D M4 4 479.9 66.34 1.84 235.84 0.797 0.615

(a) Step Distillation (R) / FID: 10.25

(b) ARD (R) / FID: 4.32

(c) Teacher (25 steps) / FID: 2.89

(d) ARD (R+D) / FID: 1.84

Figure 5. Generated ImageNet 256p samples from same initial noise xτS . All distilled models are 4-step models.
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(a) Training curve on 4-step models. (b) Error in each step in 4-step models (c) N ablations on 4-step models.

Figure 6. The analysis on design choices (attention mask options & N ) for 4-step distillation methods.

vious steps for fast inference. No attention mask is required
during inference.

4. Experiments
This section empirically validates the effectiveness of ARD.
Section 4.1 explains the results of class-conditional image
synthesis on ImageNet [10]. Section 4.2 presents the exper-
imental results for text-conditional image synthesis.

4.1. Class-conditional image generation
We use a DiT/XL-2 latent diffusion transformer architecture
following [54], and employ it as a teacher architecture. The
teacher (ϕ) is trained on ImageNet 256p. We construct an
ODE trajectory µϕ∗ by running the teacher with 25 steps
and a classifier-free guidance scale [21] of 1.5. In total,
we pre-compute and store 2.56M ODE trajectories for the
distillation.

Evaluation metrics To evaluate sample fidelity and di-
versity, we measure FID [20], IS [63], Precision, and Re-
call [31] following the protocol of ADM [12] with a pre-
trained Inception-V3 Network [75]. FID and IS quan-
tify both sample quality and diversity. Precision measures
sample fidelity, while Recall measures sample diversity by
quantifying the manifold overlap region between real and
generated samples in the feature space.

Performance gain from ARD The proposed ARD is a
generalization over previous methods [45, 62]: When the
number of steps S is 1, ARD becomes Knowledge Distil-
lation (KD) [45]. When ARD is used with attention mask
option M1 in Fig. 3b, it becomes step distillation [62]. Ta-
ble 1 and Fig. 2c show the performance gain from the ex-
tended design of ARD. Increasing the number of steps from
2 to 4 for our method results in better performance in FID:
6.29 −→ 4.32. However, the FID gain in step distillation is
marginal (10.92 −→ 10.25) even when the number of steps
S increases from 2 to 4, moreover Recall decreases signifi-
cantly. In Figures 5a and 5c we can see that step distillation

Table 2. Comparison with public models on ImageNet 256p

Type Model Params ↓ Steps ↓ FID ↓ Rec ↑

GAN BigGAN [3] 112M 1 6.95 0.38
GAN StyleGAN-XL [65] 166M 1 2.30 0.53
GAN GigaGAN [24] 569M 1 3.45 0.61

DM ADM [12] 554M 250 4.59 0.52
DM LDM [61] 400M 250 3.60 0.48
DM DiT [54] 675M 250 2.27 0.57
DM VDM++ [29] 2.0B 250 2.40 -

NAT MaskGIT [4] 227M 8 6.18 0.51
NAT RCG [37] 502M 20 2.15 0.53
NAT AutoNAT [52] 194M 8 2.68 -

AR VQVAE2 [59] 13.5B 5120 31.11 0.57
AR VQGAN [15] 227M 256 18.65 0.26
AR RQTran. [33] 3.8B 68 7.55 -
AR VAR [76] 2.0B 10 1.97 0.59
AR MAR [38] 943M 32 1.93 -
AR ARD (Ours) 675M 4 1.84 0.62

fails to preserve the global structure (e.g., the orientation of
a frog), indicating that the diversity of the teacher’s solution
is not maintained. This happens because as the number of
steps increases in step distillation, it becomes harder to pre-
serve the deterministic coupling between the initial noise
xτS and the sample xτ0 provided by the teacher due to in-
creased exposure bias (see Section 2.2).

ARD with a block-wise causal mask M4 (using the entire
trajectory history) outperforms step distillation in all met-
rics for 2 and 4 steps. Unlike step distillation, ARD main-
tains its Recall as the number of steps increases from 2 to
4. Figures 5b and 5c show that ARD preserves the global
structure of the teacher’s solution. As a result, ARD im-
proves significantly as the number of steps S increases. Fig-
ure 6a shows that ARD variants (Eq. (6)) converge more ef-
fectively than vanilla regression loss (Eq. (4)) during train-
ing, demonstrating the benefits of our autoregressive design.
Moreover, for a 4-step ARD model the FID degradation
from the teacher is 1.43 = (4.32−2.89), which is 5× lower
than that of step distillation 7.36 = (10.25− 2.89).

When using additional discriminator loss (R+D), the per-
formance of both step distillation and ARD improves, with
ARD outperforming step distillation and achieving FID of
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1.84. Figure 5d shows that discriminator loss makes the
samples sharper while maintaining the global structure from
the coupling [xτS ,xτ0 ] provided by the teacher. This in-
dicates the additional discriminator loss does not harm the
diversity of the samples, and even improves the Recall met-
rics. The discriminator loss enables ARD to perform better
than the teacher, and outperform the public few-step gener-
ative models in Table 2 and Fig. 2d in the low-step regime
both in speed and quality. The speed in Fig. 2d was mea-
sured on an NVIDIA H100 with a batch size of 128. For
the baselines, we used their official code and measured the
speed under the same conditions.

Ablation of the attention mask Table 1 shows the re-
sults for various attention masks introduced in Fig. 3b when
S = 4 and N = 6. The default attention mask M4 ex-
hibits the best FID of 4.32 due to its flexibility. The win-
dow attention in M2 and the retention of initial noise in
M3 achieve FIDs of 4.75 and 4.45, respectively. These re-
laxed options, M2 and M3, also show significant gains over
step distillation (10.25). Note that both M2 and M3 use
two inputs at each step. M2 sets the window size to 2, so
two recent denoised samples [xτs+1 ,xτs ] are used to pre-
dict xτs−1 . M3 uses [xτS ,xτs ] as inputs. Using the initial
noise xτS (M3) appears more beneficial as additional in-
formation, as it helps maintain a ground truth input signal
at every step. The analysis (in Figures 4c, 4e and 4g) of
the attention scores with block-wise causal mask M4 show
that the initial noise is the most activated among xτS :τs+1 ,
demonstrating the importance of information in it.

Error accumulation ablation When we sample with a
student model starting from ground truth points on the
teacher’s trajectory, we can analyze which steps accumulate
more errors in the student models. As shown in Fig. 6b, if
the first three steps are solved by the teacher (75%), the per-
formance gap between step distillation and ARD is small.
However, if early steps are predicted by the student, the per-
formance of step distillation drops significantly. This sug-
gests that step distillation is more susceptible to exposure
bias, whereas ARD is more robust.

Ablation of N For 4-step ARD model, optimal perfor-
mance is achieved at N = 6, as shown in Fig. 6c. While a
large N makes the student model flexible, a small N pro-
vides an effective inductive bias. N = 6 performs well in
2-step cases (see Table 1) and with different attention masks
too. For window attention M2, FID improves from 5.08 to
4.75. For M3, which keeps the initial noise, FID improves
from 5.01 to 4.45 as N decreases from 28 to 6. Addition-
ally, smaller N results in faster inference and requires less
memory as we need to store kv-cache for fewer layers.

Efficiency analysis Table 1 and Fig. 2c show the floating-
point operations (FLOPs) in the denoising process during
the inference phase, indicating the theoretical computa-
tional costs. The inference FLOPs for the backbone DiT
architecture are 118.6 GFLOPs [54]. The FLOPs for step
distillation are proportional to the number of steps S, and
the teacher requires twice the FLOPs due to classifier-free

Table 3. Text-image alignment scores on CompBench for public high-resolution (≥ 768p) distillation models. Loss R denotes the use of
regression loss, and D denotes the use of discriminator loss. The best and second-best results are highlighted in bold and underline.

CompBench ↑ (%)
Model Params ↓ Steps ↓ Res. CFG Loss Color Shape Texture Spatial Non-spatial Complex AVG ↑

Step distill. [62] 2.7B 4 768 6 R 44.1 26.9 40.0 48.7 54.3 39.6 42.3
ADD [68] 2.7B 3 768 6 D 43.3 32.9 44.5 42.6 56.2 36.5 42.6
Imagine Flash [30] 2.7B 3 768 6 R+D 42.7 36.2 47.9 57.4 62.9 42.8 48.3

Lightning [39] 2.6B 4 1024 6 D 57.1 46.5 53.1 62.0 61.4 41.9 53.7
DMD2 [82] 2.6B 4 1024 8 R+D 64.5 47.8 60.4 68.9 66.3 49.1 59.5

Pixart-delta [7] 0.6B 3 1024 4.5 R 38.7 33.2 40.8 56.1 60.1 39.5 44.7
LCM-LoRA [47] 1.4B 3 1024 7.5 R 49.3 35.2 45.0 54.5 57.0 39.9 46.8
LCM-LoRA [47] 2.8B 3 1024 7.5 R 59.5 45.3 50.2 55.3 60.8 44.6 52.6
ARD 1.7B 3 1024 3 R 64.6 46.6 63.5 60.0 57.8 44.8 56.2
ARD 1.7B 3 1024 7.5 R 71.1 53.1 65.7 64.4 61.2 44.0 59.9

ARD (3 step) Teacher (48 step)

Prompt: “The image shows a cozy scene of  a 

cat peeking its head out of  the blankets. The 

cat is lying on a comfortable-looking bed, 

with its body mostly hidden under the 

blankets. The bed is adorned with vibrant 

pillows and a soft-looking comforter. The 

cat's fur is a brown color, and its eyes are 

bright and curious. The blankets are a mix of  

patterns and colors, with some appearing soft 

and fluffy. The lighting in the room is warm 

and inviting, suggesting a peaceful 

atmosphere. The cat's head is slightly tilted, 

as if  it is listening for something or watching 

something outside the frame.”

Prompt: “The image shows a Shih Tzu dog 

resembling the Blue Eyes White Dragon, 

with scales covering its small body and wings 

sprouting from its back. The dog is standing 

on its hind legs, wearing a suit of  blue armor 

that has a metallic sheen. Its eyes glow bright 

blue, and lightning crackles around its paws. 

The dog's fur is white and fluffy, with a few 

strands blown back by the wind. The 

background is a dark, cloudy sky with flashes 

of  lightning illuminating the scene. The 

overall atmosphere is dramatic and 

fantastical.”

ARD (3 step) Teacher (3 step)

Figure 7. Sample comparison between ARD and the Emu teacher on long (realistic/unrealistic) prompts.
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guidance [21]. ARD requires slightly more FLOPs due to
the kv-cache, which increases the number of attended keys
and the aggregation of the respective values. The increased
amount is proportional to N , which is the number of lay-
ers using the attention cache. ARD (N = 6), which is our
best model, only uses 1.1% more FLOPs compared to the
step distillation models. Latency shows a similar trend to
FLOPs, except for the teacher. The attention options M2
and M3 in Fig. 3b require slightly fewer FLOPs, at 477.1
GFLOPs in the 4-step cases, because the amount of kv-
cache is smaller compared to the default attention. These
relaxed options can significantly reduce the increase in kv-
cache when S becomes larger.

4.2. Text-conditional image generation
We use 1.7B Emu [8] model with diffusion transformer ar-
chitecture as a teacher. The teacher model was pre-trained
for 1024p resolution on a large-scale internal dataset and
fine-tuned on a small set of high-quality aesthetic images.
We calculate the teacher ODE trajectories online and use 48
teacher steps by default. Since our distillation requires only
the text prompt for training, we use a large-scale internal
pre-training dataset for the distillation. For ARD student
transformer we opt for a block-wise causal attention M4.
We do 15k training iterations using only regression loss.

Evaluation metrics To evaluate sample fidelity and di-
versity, we compute zero-shot FID on the MS-COCO 2017
dataset [40] using 5k random real samples and generated
samples from 5k random prompts. To measure prompt
alignment, we use CompBench [23], which has six cat-
egories of prompts following the evaluation protocol of
Imagine Flash [30].

Text-Image alignment Table 3 shows the text-image
alignment scores on CompBench compared to public high-
res (≥768 pix) distilled models. Our ARD based on Emu
(7.5 CFG) outperforms all other public high-res distilled
models in the average score. ARD surpasses all other 1024p
distillation models in all six categories except DMD2 [82]
which shows comparable performance, but uses 0.9B more
parameters and more sampling steps. In ARD distilled from
Emu (3.0 CFG), the average score gap between the student
and the teacher is only 2.3, which is the smallest among
all 3-step distillation models (see supplementary for each
teacher’s performance). ARD can also successfully gener-
ate images following long and detailed prompts (see Fig-
ure 7).

Sample quality Table 4 shows the FID comparison
across 1024p public distillation methods, which target the
teacher’s PF-ODE. While the absolute performance of the
student (FID-S) is the second best among the models, the

Table 4. Zero-shot FID 5k on MS-COCO 2017 for the public
1024p distillation models. FID-T is the teacher performance, and
FID-S is the student performance. The drop indicates the perfor-
mance gap between the students and the teachers.

Model Params ↓ Steps ↓ FID-T FID-S Drop ↓

Lightning [39] 2.6B 4 24.30 30.16 5.86
LCM-LoRA [47] 2.8B 3 25.11 27.77 2.66
LCM-LoRA [47] 1.4B 3 30.79 33.79 3.00
Step Distil. [51] 1.7B 3 27.97 30.51 2.54
ARD 1.7B 3 27.97 30.03 2.06

best model LCM-LoRA (2.8B) has 1.1B more parame-
ters than ARD. Since the upper-bound performance of the
distilled model is the teacher when the distillation targets
PF-ODE, its performance highly depends on the teacher’s
performance (FID-T). Table 4 demonstrates a clear trend:
teacher models with larger parameters achieve better perfor-
mance in FID-T. To quantify the effectiveness of the distil-
lation method, we measure the performance drop, which is
the gap between the teacher and the student. ARD exhibits
the smallest drop compared to the baselines. We trained
step distillation from the same Emu teacher, and ARD still
showed better performance, which further validates the ben-
efit of using the trajectory history.

Figure 1 shows the generated samples by ARD distilled
from Emu (7.5 CFG). ARD generates high-quality images
across various topics and styles. The left example in Fig. 7
compares samples from ARD and the target teacher with
the same initial noise xτS and long detailed prompts with
realistic contexts (left) and unrealistic contexts (right). The
samples are not identical, but the image from ARD main-
tains high fidelity and effectively preserves text information.
The detailed description of the subject and background is
well captured in the images. The right example in Fig. 7
compares samples generated by both teacher and student
in 3 steps. Although the number of steps is the same, ARD
uses only extra kv-cache, whereas the teacher requires twice
more computations due to CFG.

5. Conclusion
This paper introduced a novel few-step distillation method
for the diffusion transformers that generalizes step distil-
lation by leveraging the entire historical ODE trajectory in
an autoregressive way. We also introduced a modified trans-
former architecture to support the autoregressive distillation
design. The use of ODE trajectory mitigates exposure bias
by maintaining the ground truth input signal at every step.
By analyzing the historical trajectory as a better source of
coarse-grained information, ARD introduces an additional
design choice of using historical trajectory only in lower
layers based on attention weight analysis. The empirical re-
sults show that ARD outperforms step distillation and sur-
passes public few-step generative models.
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