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Figure 1. SapiensID is a human recognition model trained on a large-scale dataset of human images featuring varied poses and visible
body parts. For the first time, a single model performs effectively across diverse face and body benchmarks [25, 56, 71, 85]. This marks a
significant improvement over previous body recognition models, which were often limited to one specific camera setup or image alignments
for one model, with worse performance in in-the-wild scenarios. Additionally, we introduce a large-scale, cross-pose and cross-scale training
and evaluation set designed to facilitate further research in this area. — The name SapiensID pertains to the ability to recognize humans.

Abstract

Existing human recognition systems often rely on separate,
specialized models for face and body analysis, limiting their
effectiveness in real-world scenarios where pose, visibility,
and context vary widely. This paper introduces SapiensID,
a unified model that bridges this gap, achieving robust per-
formance across diverse settings. SapiensID introduces (i)
Retina Patch (RP), a dynamic patch generation scheme that
adapts to subject scale and ensures consistent tokenization
of regions of interest, (ii) a masked recognition model (MRM)
that learns from variable token length, and (iii) Semantic
Attention Head (SAH), an module that learns pose-invariant
representations by pooling features around key body parts.
To facilitate training, we introduce WebBody4M, a large-
scale dataset capturing diverse poses and scale variations.
Extensive experiments demonstrate that SapiensID achieves
state-of-the-art results on various body RelD benchmarks,
outperforming specialized models in both short-term and
long-term scenarios while remaining competitive with ded-
icated face recognition systems. Furthermore, SapiensID
establishes a strong baseline for the newly introduced chal-
lenge of Cross Pose-Scale RelD, demonstrating its ability to
generalize to complex, real-world conditions. Project Link

1. Introduction

Human recognition has traditionally been approached
through domain-specific models focused exclusively on ei-
ther face [13, 28, 29, 34-36, 38, 47, 63, 64, 68, 76] or
body [20, 30, 42, 44, 46, 71] recognition (or ReID). Each
of these modalities relies heavily on specific dataset align-
ments, where face recognition models are optimized for
tightly cropped, aligned facial images [1, 14, 21, 86], and
body recognition models are designed to process full-body
images of standing individuals [56, 67, 71, 82].

Despite advances in face and body recognition, no single
model has yet effectively managed to handle a diverse range
of poses and visible area simultaneously. However, in real-
world settings, human recognition often requires harnessing
the full spectrum of available clues, integrating both face
and body information. Typically, multiple models are fused
at the feature or score level [23, 45] to mitigate this issue. In
other words, no single model can handle both face and body
images as robustly as modality-specific models. Therefore,
a unified model would mark a significant advance in human
recognition, allowing reliable identification across varied
poses and scales of body parts. As in Fig. 2, current mod-
els relies heavily on in-domain datasets, fail to generalize
effectively to other datasets.
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Figure 2. Conventionally, face and body recognition were handled
independently. Also body models are trained on one specific dataset
without the ability to generalize to other datasets. SapiensID model
for the first time generalizes across modalities and different body
poses and camera settings.

Addressing this gap is important for several reasons. In
real-world applications, human recognition systems should
operate across a variety of poses (sitting vs standing) and
visible contextual areas (upper torso vs whole body) [73].
For instance, IJB-S [32] contains face gallery images and
whole body probe videos. Furthermore, a unified model sim-
plifies model deployment and usage for downstream tasks
by eliminating the need for preprocessing steps such as face
alignment [14] or dependency on camera setups [56, 71].

However, addressing this problem is not trivial. First,
it requires a large-scale labeled human image dataset that
captures a wide range of poses and visibility variations. Sec-
ondly, even with such a dataset, the model must be capable
of managing the substantial variability in scale and pose that
human images naturally show. As in Fig. 1, close-up por-
traits show a large face, while full-body shots display it much
smaller. Modality-specific models have eliminated the scale
inconsistency problem with some form of pre-alignment
stage. For instance, body recognition models assume con-
sistent camera setup [56, 71] and face recognition models
assume the images are aligned with 5 facial landmarks to a
canonical position [14, 81]. Such transformations of input
reduce irrelevant variability in recognizing a person, making
training easier. However, models fail to generalize when the
preprocessing step fails [37].

To this end, we propose SapiensID, one model capable
of handling the complexities of human recognition in diverse
settings. Our contributions are

* Model Innovations: We introduce three major improve-
ments over conventional specialized recognition models:
1. Retina Patch addresses scale variations often encoun-
tered in human images by dynamically allocating more
patches to important regions.

2. Masked Recognition Model reduces the number of
tokens, achieving 8 x speed up in ViT during training.

3. Semantic Attention Head addresses pose variations
by learning to pool features around keypoints.

¢ Data Contribution: To aid the development and evalu-
ation of SapiensID, we release WebBody4M (Fig. 1), a
large-scale dataset specifically designed for comprehen-
sive human recognition across different poses and scales.

* Performance: SapiensID achieves state-of-the-art results
across multiple ReID benchmarks and establishes a strong
baseline for the novel Cross Pose-Scale RelD task.

Our approach is a paradigm shift human recognition, lay-
ing the groundwork for research that bridges the gap between
specialized models and holistic recognition systems.

2. Related Works

2.1. Face Recognition

Face Recognition (FR) matches query images to an enrolled
identity database. State-of-the-art (SoTA) FR models are
trained on large-scale datasets [13, 21, 86] with margin-
based softmax losses [13, 29, 34, 47, 64]. FR performance
is evaluated on a set of benchmarks, e.g. LFW [25], CFP-
FP [55], CPLFW [84], AgeDB [52], CALFW [85], and
IJB-B,C [50, 69]. They are designed to assess the model’s
robustness to factors such as pose variations and age differ-
ences. Models trained on large datasets, e.g. WebFace260M,
achieve over 97% verification accuracy on these bench-
marks [34]. FR in low-quality imagery is substantially harder
and TinyFace [11] and IJB-S [32] are popular benchmarks.
Face recognition is often accompanied by facial landmark
prediction [6, 39, 60, 81] so that input faces are aligned and
tightly cropped around the facial region. However, when
alignment fails, FR models perform poorly [37]. Eliminating
alignment would not only simplify the pipeline but also
enhance robustness in conditions where alignments are prone
to fail. We propose an alignment-free paradigm capable of
handling any human image with or without a visible face.

2.2. Body Recognition

Body recognition, a.k.a. Person Re-identification (RelD),
seeks to identify individuals across different times, locations,
or camera settings. Prior works [18, 19, 40, 41, 43, 65, 77,
80, 82] focus on short-term scenarios where subjects gener-
ally end up with the same attire. Removing this assumption
has led to long-term, cloth-changing RelD [8, 20, 24, 30,
42,58, 62,71, 78], on datasets like PRCC [71], LTCC [56],
CCDA [44] and CelebRelD [26, 27].

All of these datasets are composed primarily of whole-
body images, where the subjects are fully visible from head
to toe, with poses generally limited to walking or standing.
While this format has been valuable in the development of
person ReID models for controlled environments, it lacks the
scale and visibility variety often encountered in real-world
applications. To address these limitations, we propose a
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model capable of handling diverse and complex poses and
visible areas. Further, to facilitate the training and evaluation
of these models, we introduce a new large-scale, labeled
dataset that significantly broadens pose-scale diversity.

2.3. Patch Generation for Vision Transformers

In Vision Transformer (ViT) [15], an image is divided into
patches, with each transformed into a token via linear pro-
jection. This patch-based approach transforms images to
an unordered set of tokens for sequence-to-sequence model-
ing [61], processing images in a scalable and flexible way in
downstream tasks. Typically, patches are created by dividing
an image into a grid with a specific number of patches.
Several works explore how the patchifying process helps
ViT capture multi-scale objects in images [66]. For instance,
[12] predefines patch counts without resizing the input, re-
taining the image’s aspect ratio and scale. [5] randomizes
patch sizes in training for generalization across image scales,
enhancing efficiency while sometimes reducing accuracy.
Importantly, the representation quality of specific regions,
such as face or hand, depends on the number of tokens allo-
cated to those areas. A smaller face within a constant patch
size, for example, generates fewer tokens and thus captures
less detail than a larger face. To address this, we propose to
maintain a consistent number of tokens for regions of inter-
est while ensuring full, non-overlapping coverage across the
image in line with grid-based tokenization principles.

3. Proposed Method

A human recognition model is formulated as a metric learn-
ing task such that images of the same subject are closer in
feature space than those of different subjects, satisfying

d(f}, ) < d(fi, £5), (1)

where £/ and £ denote the feature vectors of two differ-
ent images ¢ and j of the same subject A, while f ]’§ repre-
sents the feature vector of an image of a different subject
B. Notably, the subjects A and B are not observed during
training. Following established research on margin-based
techniques for enhancing intra-class compactness in the fea-
ture space [13, 34, 47, 51, 64], we utilize a margin-based
softmax loss [34] to train our model on a labeled dataset.
We collect a large-scale web-collected human image training
dataset which will be discussed in Sec. 3.4.

The key challenge that sets this apart from prior work on
a separate face [13, 47] or body [42, 71] recognition task is
that the input image can be highly varying in 1) scale and
2) body pose. To tackle these challenges, we propose a new
architecture, which will be discussed in the subsections.

3.1. Retina Patch (RP)

To address the issue of varying scale in human images, we
propose a novel Retina Patch mechanism inspired by the

Ih
Grid Patch (ViT)
Num Patches: 576 Face Area: 25

RetinaPatch
Num Patches: 348 Face Area: 144

Figure 3. Comparison between the standard grid patch scheme of
Vision Transformers (ViT) and our Retina Patch. While maintaining
the same or lower computational budget (number of tokens), Retina
Patch dynamically allocates more patches to critical regions (e.g.,
face and upper torso) in an image. This allocation enhances the
model’s ability to capture fine-grained details in important regions,
and to handle varying scales more effectively than fixed grid patch.

human eye’s ability to adapt focus dynamically to regions of
interest (ROIs) within a scene. In natural images, subjects
can appear in diverse poses and with varying visibility of
the face and body, leading to substantial differences in scale
across regions. For instance, in a full-body image, a face may
be a small portion, whereas in a close-up, it dominates. To
account for these variations, our Retina Patch dynamically
assigns more patches to critical regions within the image.

Assume we have an input image ¢ and a set of image-
dependent regions of interest, {ROI’. | » = 0,1,..., R},
each defined by a bounding box. There are R ROIs per
image. Details on how ROIs are computed will be discussed
later. We also let ROIfJ be the whole image. For each ROIi,
we set a specific number of patches m, and an order z,., both
controlling how many patches can come from each ROT".

To obtain patches, we may perform a grid patching op-
eration on each ROI independently. However, this would
naturally result in overlapping patches with redundant fea-
ture extraction. Our aim is to cover the whole image with
patches without any overlap. To avoid redundancy, overlap-
ping patches between regions with a lower order (e.g., order
z = 1) and those with a higher order (e.g., order z = 2) are
excluded from the patch set of the low-order regions. This
selective inclusion process ensures that each patch belongs
uniquely to the ROI with the highest priority, as indicated by
the order. Specifically,

R R
P = <p§0h1 - U P§01T2>, 2)
0 ro=r1+1

T1=

where Propi represents the set of patches for region ROI, of
image ¢, and r denotes the index of each ROI, ordered by
their respective priorities for patch inclusion.

This approach allows us to dynamically allocate critical
regions with more patches while ensuring that the entire
image is represented by patches without repetition. Also,
the scale inconsistency is mitigated as long as the ROIs are
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Figure 4. Illustration of Retina Patch and Position Encoding com-
putation. Top: It shows three different ROIs generating patches at
various scales (e.g., full image, upper torso, face). It also shows the
corresponding position encodings sampled from the same spatial
locations as the patches, allowing ViT to infer spatial context and
understand where each patch originated within the image. Bottom:
patches and position embedding created by Retina Patch.

semantically defined (e.g., face, upper torso). The number
of patches within each ROI is kept consistent across images,
ensuring that each patch covers a similar scale within its
designated ROI. Fig. 3 uses an example to compare the
vanilla grid patch of ViT with our proposed Retina Patch.

Computing ROI. Retina Patch is a generic algorithm that
can work for any class of images by designing ROIs for the
particular domain. In this paper, for recognizing a subject
from a human image, we set the ROIs in 3 parts: 1) whole
image, 2) upper torso and 3) face. The upper torso and face
ROIs are computed using the off-the-shelf body keypoint
detector [7]. Details on transforming the keypoints into a
bounding box can be found in Supp.

Tokenization. The input to ViT’s transformer block is a
set of tokens or feature vectors. Since each patch’s size is
dependent on both the ROI size and the number of patches
m,-, the size of each patch may not be the same across ROIs.
We simply resize all patches to be the size of patches from
the whole image ROIB. We then use a linear layer to map
each patch to the desired dimension, as in ViT.

Position Embedding. Since Transformer operates on sets of
tokens without inherent order, Position Embedding (PE) is
crucial for informing ViT of the spatial origin of each patch
within the original image. For tokens of Retina Patch, we
cannot use a traditional PE as the patch’s source location is
dynamic. Thus, we propose a Region-Sampled PE.

Let PE € RE*H*W be the fixed 2D sin-cosine position
embedding [4, 10] for the whole image. Given a normal-
ized region of interest ROI’. = (z%, yZ, hl,w’) with values
between 0 and 1, we define a sampling grid Gridge;: over
the region [z, z% + w!] and [y!,y’ + hi] within the posi-
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Figure 5. Illustration of Masked Recognition Backbone with mask-
ing and attention scaling trick for batched input during training. In
testing, we pad with mask tokens to make the length the same.

tion embedding PE. Let (., w!.) be the target output shape

for PEgepi, such that hl. - w. = m,, the desired number

of patches for ROIi. The Region Sampled PE, PEgo;: is
then obtained by bilinearly interpolating PE at the points in
Gridgoy: to match the shape (h;., w;.):

PEgop: = GridSample(PE, Gridgoy: , (R, w;)) + vr. (3)

We add a leanable parameter v,, € R to PEgqp: to indicate
ROI level. In summary, we create region-specTiﬁc position
embeddings to differentiate between patches from distinct
areas of the image. An example is shown in Fig. 4.

3.2. Masked Recognition Model (MRM)

For each image, Retina Patch results in different numbers
of tokens because different ROIs create different areas of
intersection. For example, the number of patches from ROI,
in Fig. 4 is 12 x 12 but the upper torso ROI; subtracts 4 x 4
patches from ROIj to avoid overlap. This operation leads to
a different number of tokens per image, which prevents us
from training and testing with batched inputs. To address the
token inconsistency, we propose the Masked Recognition
Model (MRM), introducing two key techniques: (1) masking
with attention scaling and (2) a variable masking rate.

Masking with Attention Scaling. During training, we
select tokens to keep. Unlike MAE [22], which discards
the masked tokens, we replace them with a learnable mask
token. We do this because (i) the mask token will be used
during testing for padding the input, and (ii) this allows the
model to explicitly know how many tokens are masked. Yet,
since all masked tokens share the same value, we can reduce
computation by applying the Attention Scaling Trick.
Specifically, although there are multiple masked tokens,
we can achieve the same effect with a single mask token
by adjusting its attention scores to reflect the total number
of masked tokens. Let n; be the total number of tokens
for i-th image, ny be the number of tokens we keep, and
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Nym,i = N; — Ny be the number of masked tokens. We modify
the attention computation in the Transformer as:

A = softmax (QKT/\/g + 5) , 4)

where Q € R(+1)xd gnd K e R +1)xd are the query
and key matrices with tokens to keep and one mask token.
d is the embedding dimension. We add a bias matrix § €
R™*™ go that it is mathematically equivalent to repeating the
mask tokens n,, ; times during attention computation.

6ij — {log Ny

0, otherwise.

if 7 is the mask token,

&)

In summary, we reduce the number of tokens from n; to
(nk + 1). Note that (nj + 1) is fixed and not image depen-
dent. But we adjust the attention to make it equivalent to
using n; tokens where n,, ; tokens are replaced by learnable
mask tokens (proof in the Supp.). By applying the Attention
Scaling Trick, we handle varying token counts in training.
Also in practice, ny, is set to be about 1/3 of n;, masking
66% of tokens for the speed gain. During testing, we simply
find the longest token length and pad the others with the
mask token to batchify the inputs. An illustration is in Fig. 5.

Variable Masking Rate. As we view masked training as a
form of augmentation, we randomize n, during training and
adjust the batch size correspondingly. For each batch, let n,
be the sampled number of tokens to keep,

g = ng + (g —ng) - e MU0, Q)

A is a scaling factor, and U(0, 1) denotes a random uniform
distribution between 0 and 1. In short, 7y, is sampled from a
distribution that peaks at nj, and exhibits an exponential de-
cay in probability toward n; (see Supp. for its visualization).

With a randomized token length ny, we adjust the batch
size B based on the relationship n? o %, where increasing
ny, would require decreasing B to maintain the same GPU
memory and FLOP. And we adjust the learning rate accord-
ing to the effective batch size Loqj = Ly, X Ba,/Bn, to
maintain consistent gradient magnitudes per sample.

The effect of (1) masking with attention scaling and (2)
variable masking rate is ablated in Tab 5. While (1) and (2)
are both helpful, the effect of (2) is more pronounced.

3.3. Semantic Attention Head (SAH)

In biometric recognition, the head module is key for convert-
ing the backbone’s output feature map into a compact feature
vector for recognition. Face recognition models flatten the
feature map and apply linear layers [13, 34], while body
recognition models use horizontal pooling [7, 74]. However,
these approaches rely on input image alignment (aligned
face or standing body) which fails when there are large pose

Image + Keypoints (k X 2)
= d Backbone

Keypoinfs
Sampling

Global Offset B K
Query (nk x C)

2D Pos Emb (HW X C)

Figure 6. Illustration of semantic pooling in Semantic Attention
Head. Keypoints (e.g., nose, feet) are used to grid-sample position
embeddings (PE), forming queries that repeat n times and added
with a global offset bias B. This setup enables attention to slightly
varied locations around each keypoint. Value comes from ViT
backbone and Key is the PE. Result is a learned pooling mechanism.

variations. To tackle this, we introduce a Semantic Attention
Head (SAH) that extracts semantic part features from key
body parts, making the representation less sensitive to pose.
Our method uses keypoints (e.g., nose, hip) for capturing
semantic parts. But instead of sampling features only at key-
points, which may miss the surrounding context, SAH learns
to pool features around each keypoint. We construct a se-
mantic query Qi:p (e.g., nose) using 2D position embeddings
(PE) from the backbone, sampled at keypoint locations:

Q}'Cp = GridSample(PE, kp’) + B, (7

where PE is the fixed 2D image position embedding. kp, €
R™*2 5 the image-specific predicted keypoints [7]. We du-
plicate keypoints n times and add shared bias B € R™**¢
The purpose of B is to learn to offset the center of atten-
tion so that it learns to pool from diverse locations around
keypoints. Key in attention is the fixed PE. Value is the back-
bone’s feature map. The attenton [75] with Q};p captures the
neighborhood of the backbone feature map around keypoints:

O}, = Attention (Qj,,, PE, backbone(X")) . (8)

The O}, € RP*¥*C contains semantic part features cor-
responding to k keypoints. Finally, applying a multi-layer
perceptron (MLP) to the flattened Oéan produces a feature,

f* = MLP(flatten(O},,)). ©)

By learning to pool features adaptively around each keypoint,
this attention mechanism enables pose-invariant recognition
that goes beyond conventional alignment-dependent meth-
ods. Fig. 6 illustrates the attention pooling.

Training with Mixed Datasets. While SAH effectively
handles pose variations, we hypothesize that key cues for
recognition differ between short-term and long-term training
datasets. Clothing and hairstyle, for example, are useful
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. LTCC (General) ~ PRCC (SC) [71] CCVID (General) Market1501 MSMT17 [67]
Method Arch Train Data Avg topl mAP topl mAP topl mAP topl mAP topl mAP
CAL [20] R50 LTCC 48.64 | 74.04 40.84 99.51 95.64  75.63 28.08 35.60  16.11 15.92 5.06
CAL [20] R50 PRCC 35.07 | 20.69 6.19 100.00  99.76  74.48 20.86 18.97 6.47 2.56 0.69
CAL [20] R50 LTCC+PRCC 49.69 | 7241 38.12 99.54 99.01  74.83 29.43 43.65 21.03 14.48 4.44
CLIP3DRelD [46] R50 LTCC 50.89 | 75.66 45.15 99.43 96.43  77.28 30.01 41.66  20.33 17.45 5.50
CLIP3DRelD [46] R50 PRCC 35.14 | 21.30 6.19 100.00 99.84 7173 19.81 20.93 7.49 3.28 0.85
" SOLDIER [9] | Swin-Base | LU4M+Marketi501 | 64.85 | 7383 3628 = 99.51 99.53 7 740.27 36.56  97.03  94.04 4864 2277
SOLDIER [9] Swin-Base | LU4M+MSMT17 70.19 | 74.44 36.74 99.30 98.71 32.73 27.76 89.85 7320 9112 78.01
TUUHAP[79] | ViT-Base | LUAMALTCC T T4571 | 65117 29.02 79553 86.44 " 44.16 304377 51.63 27297 20.89 T 6.56°
HAP [79] ViT-Base LU4M+PRCC 54.09 | 63.29 29.36 98.84 98.38  49.15 37.73 7349  50.11  29.61 10.99
HAP [79] ViT-Base LU4M+Market1501 66.61 73.02 35.97 99.30 98.45  54.74 45.14 96.23 9220  48.01 23.02
HAP [79] ViT-Base LU4M+MSMT17 66.64 | 67.95 32.07 99.15 96.50  37.81 30.52 80.37 57.07 89.13  75.85
HAP [79] ViT-Base WebBody4M (Ours) | 61.49 | 56.80 25.88 99.72 98.26  89.00 71.65 66.18 4241 43.61 21.42
“SapiensID (Ours) | 'ViT-Base | WebBody4M (Ours) | 73.05 | 72.01 ~ 3456 ~ 100.00 98.79 ~ 92.57 7782 88.18 6826  67.25 31.02
(a) Short-Term ReID
. o LTCC (CC) [56] PRCC (CC) CCVID (CC) [20] CCDA [44] Celeb-RelD [26]
Method Arch Train Data Ave topl mAP topl mAP topl mAP topl mAP topl mAP
CAL [20] R50 LTCC 28.40 | 38.01 18.84 37.00 3520 7497 25.08 391 9.67 37.42 3.92
CAL [20] R50 PRCC 24.71 6.38 3.14 55.69  55.64 71.61 17.40 2.85 8.61 23.59 2.20
CAL [20] R50 LTCC+PRCC 29.46 | 33.16 16.27 4539 4542  73.89 26.65 3.74 9.14 37.11 3.81
CLIP3DRelD [46] R50 LTCC 3024 | 41.84 22.58 40.81 3838  76.28 26.69 431 10.18 3731 4.02
CLIP3DRelD [46] R50 PRCC 25.79 6.63 3.17 6240 6197  69.32 16.38 3.17 8.89 23.82 2.17
"SOLDIER [9] | Swin-Base | LU4M+Market1501 | 24.84 | 25.00  12.18 = 26.87 3212 '39.61 3548 862 1648 4637 5.66
SOLDIER [9] Swin-Base | LU4AM+MSMT17 22.17 | 26.02 11.33 2227 2536  31.85 26.48 8.79 15.54  47.95 6.14
TUHAP(79] 7| ViT-Base | LU4M+LTCC T172021 | 2500 11637 26147 2234 4164 25777 4560 11180 73028 3547
HAP [79] ViT-Base LU4M+PRCC 26.12 | 29.08 12.52 38.05 4194 4573 33.12 5.13 13.40  37.79 4.48
HAP [79] ViT-Base LU4M+Market1501 27.49 | 24.74 11.71 3390 37.00 5237 41.33 8.30 16.02 4438 5.20
HAP [79] ViT-Base LU4M+MSMT17 21.61 23.47 10.74 2382  25.00 3454 26.81 6.27 1333 46.37 5.77
HAP [79] ViT-Base WebBody4M (Ours) | 44.90 | 22.70 9.96 5493 4938 8834 68.66 28.80 4149  65.78 18.93
SapiensID (Ours) | ViT-Base | WebBody4M (Ours) | 66.30 | 42.35 1779 = 7875  72.60 88.72 7222 61.84  69.08 9280  66.92

(b) Long-Term ReID

Table 1. Generalization comparison with SOTA RelD models on two settings. "Long-term" refers to clothing change (CC) protocol of LTCC,
PRCC, and CCVID datasets, while "short-term" the same clothing (SC) protocol. For other datasets, the data capture characteristics define
short or long-term conditions. SapiensID demonstrates superior generalization in both settings. Our WebBody4M dataset shows higher
performance in long-term RelD, but not with the dataset alone, as shown in the comparison of HAP vs SapiensID with the same training set.
The proposed Retina-Patch and Semantic Attention Head are essential for learning under large pose and scale variations.

in short-term datasets but less reliable in long-term due to
possible appearance changes.

To aid learning with mixed datasets which combines short-
term and long-term datasets, we introduce one more measure
during training. We introduce a learnable scale that controls
the importance of individual part features in (O;an) for each
dataset. It is to allow the model to emphasize features that
are most discriminative for each dataset. During testing,
however, we can use the average scale because we do not
want to utilize the knowledge about the test dataset a priori.

Specifically, let W, € R” be a weight for the ¢-th dataset.
For each sample, we choose the weight and apply

f* = MLP(flatten(O},, - 7(W))), (10)
where o is the Sigmoid function, ensuring weights are be-
tween 0 and 1, controlling the influence of each of the k
semantic parts. We observe that after training, short-term
datasets tend to focus on the clothing and long-term datasets
focus on the upper torso. The learned weight is visualized in
Supp. The weight is for learning discriminative parts during
training but we do not use dataset-specific weights in testing.

3.4. WebBody Dataset

To facilitate the training, we collect a large-scale, labeled hu-
man dataset from the web. Specifically, we gather 94 million
images with 3.8 million celebrity names. Given the inherent

noise in web-sourced name queries, we perform extensive
label cleaning. First, we use YOLOVS8 [31] to crop the dom-
inant person in each image to a size of 384 x 384, adding
padding to maintain aspect ratio. We then extract facial fea-
tures using RetinaFace [14] and KP-RPE [37]. Following the
approach in [86], we apply DBSCAN [16] clustering to iden-
tify the most consistent group of images for each name. By
assuming all images stem from a single name query, we relax
the similarity threshold beyond conventional face recognition
standards. We also exclude any images with face features
matching those in validation sets [25, 52, 55, 84, 85].

This process yields a labeled dataset of 4.4 million
images from 217,722 unique subjects. However, as the
dataset is labeled based on facial similarity, it lacks im-
ages where the face is obscured (e.g. back-facing im-
ages). Thus, we incorporate additional body RelD training
datasets [17, 20, 26, 56, 59, 70, 71, 83], which account for
~10% of the final dataset. The resulting dataset—named
WebBody4M—comprises 4.9 million images and 263, 920
subjects in total. WebBody4M is the largest labeled dataset
to date with high pose and scale variation. The keypoint vis-
ibility distribution of different body parts in Supp. shows a
predominance of visible upper body, with visibility decreas-
ing gradually down the body (around 17% visible ankles).
An example of the WebBody4M dataset can be seen in Fig. 1.

The dataset collection and label cleaning procedure is
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Method Arch Train Data Avg \Z)epblBody ’1:125;[
CAL [20] R50 PRCC 247 4.29 0.64
CAL [20] R50 LTCC 3.79 6.57 1.02

" SOLDIER [9] | Swin-Base | Market1501 | 3.22 5427102
SOLDIER [9] Swin-Base MSMT17 5.96 9.95 1.98

© HAP[79] ' ViT-Base | LTCC 174 2.89 0.58
HAP [79] ViT-Base PRCC 2.61 4.37 0.85
HAP [79] ViT-Base Market1501 4.31 7.22 1.39
HAP [79] ViT-Base MSMT17 4.87 8.22 1.52
HAP [79] ViT-Base WebBody4M 47.12 64.36 29.89

‘SapiensID (Ours) | ViT-Base | WebBody4M | 64.41 | 76.82  52.00

Table 2. RelD Performance on variable pose and scale settings.

similar to WebFace4M dataset [86]. We compare the face-
cropped version of WebBody4M with WebFace4M and ob-
serve that an FR model trained on WebBody4M-FaceCrop
is similar in performance to WebFace4M (see details in the
Supp.). Separate from the WebBody4M, we also prepare a
test set called WebBody-test to evaluate the cross pose-scale
RelID performance. It comprises 96, 624 images of 4,000
gallery and probe subjects. Examples are shown in Fig. 2.

4. Experiments

Implementation Details. To train SapiensID on Web-
body4M, we use AdaFace [34] loss and ViT-Base with KP-
RPE as the main backbone [37], following the convention of
face recognition model training pipeline. We do not include
additional losses such as Triplet Loss [53] since there are a
sufficient number of subjects in the training set. Input image
size is 384 x 384 with white padding if the aspect ratio is not
1. We use 3 ROIs (whole image, upper torso, and head) and
the grid size per ROl is 12x12 leading to a maximum 144x3
number of patches. With masked recognition training, we re-
place at most 66% of tokens with mask (Sec. 3.2), leading to
~9 times speed up in training. The masking probability and
batch size rule are discussed in Supp. We use 7 H100 GPUs
to train the whole model in 2 days, starting from scratch.

Whole Body RelD. The task identifies individuals walking
or standing in distant camera views, categorized into short or
long-term scenarios based on the time gap between captures
and the likelihood of clothing changes. Tab. 1 shows our re-
sults on the ReID benchmarks. A significant departure from
prior works is the use of a single SapiensID model across
all evaluation settings, whereas previous methods employ
fine-tuned models for each evaluation dataset (one model per
dataset). This distinction highlights SapiensID’s potential
for deployment in diverse, unseen, real-world environments.

SapiensID achieves the highest average mAP of 73.05%
across short-term RelD benchmarks. Furthermore, we at-
tain SoTA results on all evaluated long-term RelID datasets.
This strong performance underscores the value of the Web-
Body4M dataset in training a generalizable model. However,
this achievement would not have been possible without our
SapiensID architecture, which effectively handles variations
in pose and visible body areas. A strong baseline (HAP [79])

OccludedRelD

Method Training Data
topl mAP
KPR [57] + SOLDIER | LU4M +OccludedReID | 84.80  82.60
SapiensID WebBody4M 87.30  75.57

Table 3. Performance in occluded RelD. SapiensID achieves a
higher top-1 accuracy, while KPR [57] shows a higher mAP. Sapi-
ensID is trained without OccludedRelD training data.

Method AdaFace-ViT [34] SapiensID (Ours)
Train Data ‘WebBody4M-FaceCrop ‘WebBody4M

LFW [25] 99.82 99.82
CPLFW [84] 95.12 94.85
CFPFP [55] 99.19 98.74
CALFW [85] 96.07 95.78
AGEDB [52] 97.97 97.33

""" Face Avg 97.63 <)
LTCC [56] 21.70 72.01
Market1501 [82] 7.81 88.18

""" "Body Avg 1476 T 80.10
Combined Avg 56.19 89.80

Table 4. Performance on cross-modality setting. Face recogni-
tion is evaluated on aligned face recognition datasets and body
recognition is evaluated on short-term RelD datasets. LTCC and
Market1501 measure top1 of short-term setting.

trained on WebBody4M alone does not achieve compara-
ble results, highlighting the importance of our architectural
innovations to leverage the dataset. SapiensID marks a sig-
nificant advance by being the first single model capable of
strong performance across short and long-term RelD tasks.

Cross Pose-Scale RelID. Real-world human recognition can
present scenarios where subjects are captured across varying
camera viewpoints and exhibit diverse poses, such as sitting,
bending, or engaging in activities. For example, a security
camera might capture a person standing upright, while a
social media photo shows the same individual sitting in a
cafe. This poses a challenge for conventional RelD systems.
We refer to this setting as Cross Pose-Scale RelD.

To evaluate this setting, we introduce the WebBody-Test
dataset, specifically designed to encompass such pose and
scale variations. Tab. 2 details the performance comparison
on this dataset. Conventional ReID models struggle to gen-
eralize to this scenario due to the significant shift in visual
appearance caused by pose and scale changes. SapiensID
with the highest performance establishes a strong baseline for
this research area. Since the task itself is challenging, there is
still room for improvement. WebBody dataset demonstrates
the potential of SapiensID to address the complexities of
Cross Pose-Scale RelD, while offering a valuable starting
point for future research in this area.

Occluded RelD. Occlusions, whether due to obstacles in
the scene or self-occlusion from the subject’s pose, present a
further challenge for robust human recognition. We evalu-
ate SapiensID in occluded scenarios on the OccludedRelD
dataset [87], comparing with KPR [57], a SoOTA method
designed for occlusion handling. As shown in Tab. 3,
SapiensID achieves a competitive performance of top-1
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Whole Body RelD

All Face Short Long
(1) ViT 59.54 | 90.63  56.17 31.81
(2) ViT+RP 66.35 | 9293  59.16 46.95
(3) ViIT+SAH 71.67 | 9584  72.63 46.55
(4) ViT+RP+SAH (SapiensID) | 78.67 | 96.66  73.05 66.30
(4) — Learned Mask 76.99 96.08  70.44 64.46
(4) — Variable ny 7439 | 9595  69.58 57.64

Table 5. Ablation study of SapiensID. Face is the average accuracy
of CPLFW, CFPFP, CALFW, and AGEDB. Short and Long Term
use the average of the datasets in Tab 1. Results show the necessity
and strong complementarity of both RP and SAH in SapiensID.

LTCCCC PRCC CC

Topl mAP Topl mAP

1 None 0.00 3.56 1.47 428
2 1+Nose 25.77 5.78 27.21 21.04
3 | 2+Eye 30.61 8.87 63.87  55.17
4 | 3+Mouth 38.01 11.81 7336  65.05
5 | 4+Ear 39.80 1405  77.65  70.45
6 | 5-+Shoulder 4184 1582 79.73  73.14
7 | 6+Elbow 41.07 16.64  80.55  73.54
8 | 7+Wrist 41.07  17.16  79.34  73.16
9 | 8+Hip 4056 17.50  79.99  73.38
10 | 9+4Knee 42.35 17.73  79.00  72.88
11 104-Ankle (Full) | 4235 17.79  78.75 72.6

Table 6. Impact of adding body parts on ReID. None means all
features are zeroed out. Each row adds features to the previous row.

87.30%, demonstrating its strong ability to handle occlusions
even without being explicitly trained on the OccludedRelD
dataset. This result further underscores the value of our ar-
chitecture and training dataset in learning representations
that are resilient to real-world challenges like occlusions.

Face Recognition. We evaluate on traditional aligned face
recognition benchmarks to assess the ability to handle FR
tasks. Tab. 4 compares SapiensID with a SOTA FR model,
AdaFace [34], both with a ViT-Base backbone. AdaFace is
trained on faces aligned and cropped to 112 x 112 by [14].
AdaFace achieves a slightly higher average accuracy of
97.63% across five benchmarks. This marginal difference
is expected, given AdaFace’s training on tightly cropped,
aligned faces. However, SapiensID’s performance remains
highly competitive, bridging the gap between specialized
face recognition and general human recognition tasks.
While AdaFace excels in FR datasets, its performance de-
grades when applied to RelD datasets which contain images
without visible face region (e.g. back of the head). AdaFace
is evaluated by cropping faces using [14]. In contrast, Sapi-
ensID maintains strong performance across both modalities.
More experiments can be found in Supp B.10 and B.11.

Ablation of Components. Tab. 5 ablates SapiensID’s key
components: Retina Patch (RP) and Semantic Attention
Head (SAH). Starting from a simple ViT backbone with
AvgMax pooling [20] as a baseline, we progressively incor-
porate RP and SAH to analyze their individual and combined
contributions. Performance is evaluated across face recog-
nition and both short-term and long-term RelD. The results
show that both RP and SAH are essential.

sim: 0.52

Figure 7. Part Similarity Visualization. Top shows the same subject
pairs. Bottom shows different subject pairs. Part features provide
some indication of where the similar parts are, but the final similar-
ity is generated through a nonlinear mapping of the part features.

We also show the importance of MRM. (4) - Learned
Mask means using MAE [22] to simply drop tokens. (4) -
Variable ny is fixing ny without sampling. The result shows
that learned mask is of some benefit while changing the
masking rate during training is of larger benefit.

Analysis of Part Contribution. To see the impact of body
parts in recognition, we erase part features by making them
zero. Tab. 6 shows a trend of performance gain as more
parts are added. For LTCC dataset accuracy increases from
25.77% to 42.35% as body parts from the nose to ankle are
incorporated. This suggests that including the full range
of body parts aids recognition. In contrast, PRCC achieves
high performance by using upper body cues, reaching a top-1
accuracy of 80.55% with parts up to the shoulder and elbow.
Lower body features add minimal or even negative value.
This analysis implies the benefit of scenario-specific adjust-
ments where relevant body regions can optimize recognition
performance. We also visualize the part features similarity
with sample images from the test set of WebBody4M in
Fig 7. Samples of different scales and poses are visualized.

5. Conclusion

SapiensID presents a paradigm shift in human recognition,
moving beyond modality-specific models to a unified ar-
chitecture capable of identification across diverse poses
and body-part scales. Retina Patch, Semantic Attention
Head, and Masked Recognition Model combined with Web-
Body4M dataset, enable SapiensID to achieve SoTA per-
formance across various ReID benchmarks and establish a
strong baseline for Cross Pose-Scale RelID. This work marks
a step towards holistic human recognition systems. We in-
clude an in-depth discussion of the ethical impacts in Supp,
ensuring that our approach respects intellectual property,
privacy, and responsible data use.
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