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Abstract

This work introduces ILIAS, a new test dataset for Instance-
Level Image retrieval At Scale. It is designed to evaluate
the ability of current and future foundation models and re-
trieval techniques to recognize particular objects. The key
benefits over existing datasets include large scale, domain
diversity, accurate ground truth, and a performance that is
far from saturated. ILIAS includes query and positive im-
ages for 1,000 object instances, manually collected to cap-
ture challenging conditions and diverse domains. Large-
scale retrieval is conducted against 100 million distractor
images from YFCC100M. To avoid false negatives without
extra annotation effort, we include only query objects con-
firmed to have emerged after 2014, i.e. the compilation date
of YFCC100M. An extensive benchmarking is performed
with the following observations: i) models fine-tuned on
specific domains, such as landmarks or products, excel in
that domain but fail on ILIAS ii) learning a linear adapta-
tion layer using multi-domain class supervision results in
performance improvements, especially for vision-language
models iii) local descriptors in retrieval re-ranking are
still a key ingredient, especially in the presence of severe
background clutter iv) the text-to-image performance of the
vision-language foundation models is surprisingly close to
the corresponding image-to-image case.
website: https://vrg.fel.cvut.cz/ilias/

1. Introduction

The ability to recognize and differentiate every unique ob-
ject instance in the physical world represents one of the ulti-
mate goals for foundation representation models [5, 34, 41,
75]. This work aims to assess this capability through the
lens of instance-level image retrieval at a very large scale.
Instance-level image retrieval corresponds to searching for
images of particular objects within large collections. All
images of a particular object form their own instance-level
class. This is an important information retrieval task due to
its numerous real-world applications in robotics [30, 45], e-
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Figure 1. Performance timeline on ILIAS. Curves indicate best
performance in chronological order for image-to-image and text-
to-image retrieval, showing a significant boost with the release
of foundation models. Representations are linearly adapted via
multi-domain learning on UnED [72]. Re-ranking with local de-
scriptors achieves the best results by a significant margin.

commerce [74, 76], and cultural heritage [16, 50], to name
just a few. The task faces challenges because of the sub-
stantial variations among positive examples, such as illu-
mination/viewpoint [21, 62] changes and background clut-
ter [4, 31]. An additional difficulty is the high similar-
ity among negatives, which is driven by the extremely fine
granularity in the class definitions. It becomes even more
challenging at a real-world scale, where searching through
millions or even billions of images requires handling an
open-world setup with countless unseen objects spanning
diverse and complex domains.

Benchmarking instance-level retrieval under real-world
challenges is currently limited by the lack of suitable
datasets. Constructing a dataset with instance-level class
definitions necessitates huge development effort, reflected
by the many shortcomings of existing datasets. Shortcom-
ings exist in several key aspects, such as dataset size [66],
domain diversity [39, 53], and ground-truth accuracy [67],
which suffers from both false positives and false negatives.
Popular datasets are typically limited to landmarks [39], and
as dataset scale increases, ground-truth quality tends to de-
cline [52, 67]. This is a consequence of automating the
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ground-truth creation process to facilitate scaling up. To
address such limitations, we introduce the Instance-Level
Image retrieval At Scale (ILIAS) evaluation dataset.

The creation of our dataset has two key elements. First,
query and positive images are manually captured to en-
sure challenging variations, covering 1,000 objects across
diverse domains. Second, to expand the dataset size with-
out ground-truth errors or additional annotation effort, we
leverage a key technique: distractor images, collected in
2014 from YFCC100M, are combined with query objects
verified not to have publicly existed until after 2014. This
distractor set includes 100 million images, two orders of
magnitude larger than the largest existing dataset [39]. No-
tably, all images have a permissive license, allowing us to
ensure long-term online availability to the full extent.

ILIAS includes both image and text queries. The latter is
in the form of detailed descriptions of objects and their dis-
tinctive features. The dataset is designed to support future
research in image-to-image and text-to-image retrieval for
particular objects, and additionally serves as a large-scale
benchmark for evaluating representations of foundation vi-
sion and language models (VLM) [41, 75]. To facilitate
faster experimentation, we provide a mini, but challenging,
version (5M) of the distractor set.

We perform an extensive evaluation comparison, in-
cluding many foundation image-to-image and text-to-image
models, and establish a comprehensive testbed that enables
future comparisons. The provided evaluation includes re-
trieval with global image representation but also re-ranking
techniques that use local representations [37, 43, 56] and
query expansion [10, 40]. We observe the following:
• Performance of standard 10-year-old models, measured

by mean Average Precision, is as low as 1.3%, while
the best-performing model achieves 31.3%, as shown in
Fig. 1. This points out the vast progress of representation
models and the high challenging factors of ILIAS.

• VLMs are the top-performing models.
• Smaller (ViT-B) models trained/tested on large res-

olution (512/724) outperform larger models (ViT-L)
trained/tested on small resolution (256/384).

• Using Universal Embedding Dataset (UnED) [72] to learn
a linear adaptation layer on top of frozen models improves
performance of most models, making it a candidate train-
ing set to couple with ILIAS. Notably, VLMs demon-
strate the largest benefits, presumably because their train-
ing stage does not optimize image-to-image relations.

• In contrast to the current belief [48], local representation
is a key ingredient, while global representation, despite
being efficient and compact, performs much lower.

• The performance gap between image-to-image and text-
to-image models is surprisingly small. Therefore, de-
tailed text queries are a reasonable proxy in the absence
of image queries, even at the instance level.

2. Related work
In this section, we review the related work in terms of exist-
ing datasets and benchmarks in the literature.
Datasets. Tab. 1 presents the datasets from the image re-
trieval literature related to ILIAS. The datasets can be com-
pared based on five main axes: (i) Class definition adopted.
Many datasets [20, 32, 33, 39, 67] adopt a strict defini-
tion very similar to ours, satisfying instance-level require-
ments. Others [2, 53, 66, 76] adopt a more relaxed defini-
tion, where some minor variations are permitted, e.g. color
changes in objects of the same class. Even more relaxed
are the fine-grained definitions [74], where the object of the
very same type is considered related, e.g. same product with
different variant. (ii) Domain of the dataset. Most datasets
are tailored for a specific domain. Landmarks are among
the most popular domains [2, 20, 33, 39, 67]. Other do-
mains include products [32, 36, 76] and fashion [28, 53].
Some datasets cover multiple domains, either being stan-
dalone [66] or bundle of repurposed datasets [47, 72]. (iii)
Scale of database. Most of the datasets are small-scale,
counting a few thousand images [28, 66, 76]. Larger
ones [39, 72, 74] expend slightly above a million. None
satisfies large-scale requirements. (iv) Noise in ground
truth. Most datasets consist of clean annotations, except
for a few cases that contain inaccuracies, including false
positives [67], i.e. images wrongly annotated as relevant,
false negatives [32, 39], i.e. relevant images that have not
been annotated as positives, or the possibility of false posi-
tives [39]. (v) Availability. Most datasets are publicly avail-
able with permissive licenses, with few exceptions of par-
tial [2, 20] or no [33, 74] availability. To this end, no pub-
licly available dataset fits the strict instance-level definition,
contains objects from multiple domains, ensures error-free
labeling and is large scale. This gap is filled with ILIAS
satisfying all the aforementioned requirements.
Evaluation benchmarks. Benchmarking [51] tracks the
progress in the field, which is even more necessary with
the emergence of foundation models. Several benchmarks
papers [24, 25, 77] exists in the instance-level retrieval
literature, investigating the impact of learning scheme,
post-processing, model ensembling, query expansion, and
whitening. The most relevant benchmark to ILIAS is
UnED [72] that combines existing datasets to create a union
that evaluates models performance across various domains.
Due to its wide variety, UnED serves as the training dataset
for linear adaptation.

Regarding the evaluation of foundation models, the most
common practice [14, 34, 57] is measuring classification
performance on top of frozen models on ImageNet [12].
This is performed either with or without the training of a
classifier via linear probing or k-NN search. Furthermore,
models are usually evaluated on dense prediction tasks [34]
and several multiple-downstream single-domain tasks [1].
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datasets year objects query positives database gt class def. domain bbox online license

UKB [32] 2006 2.5K 10K 10K 10K FN IL product ✗ Fully N/A
Holidays [20] 2008 500 500 991 1M Clean IL landmark ✗ Partially CC
Sculptures [2] 2011 10 70 3.1K 3.1K Clean Partial IL sculpture ✗ Partially Flickr TC
INSTRE [66] 2015 200 1250 27.3K 27.3K Clean Partial IL multi ✓ Fully Flickr TC
SOP [53] 2015 11.3K 60.5K 60.5K 60.5K Clean Partial IL product ✗ Fully MIT License
InShop [28] 2016 3.9K 14.2K 12.6K 12.6K Clean Partial IL fashion ✓ Fully N/A
R-Oxford [39] 2018 11 70 5K 1M FN? IL landmark ✗ Fully Flickr TC, CC
R-Paris [39] 2018 11 70 6.3K 1M FN? IL landmark ✗ Fully Flickr TC, CC
GLDv1 [33] 2018 30K N/A N/A 1.1M Clean IL landmark ✗ Partially Multiple
GLDv2 [67] 2020 318 1.1K 3.1K 762K FP IL landmark ✗ Fully CC/ Public-domain
Product1M [76] 2021 392 6.5K 40K 40K Clean Partial IL product ✗ Partially N/A
RP2K [36] 2021 1.2K 10.9K 10.9K 10.9K Clean Partial IL product ✓ Fully N/A
GPR1200 [47] 2021 1.2K 12K 12K 12K Mix IL+FG multi ✗ Fully Multiple
eProduct [74] 2021 206 10K N/A 1.1M N/A FG product ✗ No N/A
FORB [69] 2023 N/A 13.9K 4.5K 49.8K Clean IL planar ✗ Fully Snap Inc.
UnED [72] 2023 21K 241K 244K 1.4M Mix IL+FG multi ✗ Fully Multiple

ILIAS 2025 1,000 1,232 4,715 100M Clean IL multi ✓ Fully CC

Table 1. Comparison with other instance-level datasets. Datasets are compared based on their size (object, query, positives, database),
the accuracy of the ground truth (gt), type of class definition, domain, supplementary annotations (bbox) and accessibility (online, license).
N/A: not available. FP/FN: false positives/negatives. FN?: possibility of false negatives. Mix: combination of clean and noisy datasets.
IL: instance-level. FG: fine-grained. Partial IL: instance-level with subtle variations among same class objects. CC: Creative Commons.

For VLMs, zero-shot classification and retrieval serve as
the primary benchmarks [41, 70, 75], utilizing class text la-
bels. In this work, we provide similar evaluation protocols
tailored for instance-level retrieval. One can test the raw
model capabilities or adapt for the instance-level task via
linear adaptation on UnED. Text-to-image retrieval is also
facilitated for the evaluation of VLMs.

3. ILIAS dataset

3.1. Composition and collection
Instance-level class definition. Following an instance-
level class definition [39, 71], we consider all indistinguish-
able object instances of the real world to form their own
class. Nevertheless, we add a restriction to consider a
pair of images as relevant to each other only if there is a
view overlap. Other cases are explicitly not included in the
dataset, contrasting the existing work [28, 53, 67]. There-
fore, models should mostly rely on estimating the visual
similarity and less on shortcuts through semantics.
Overview. ILIAS supports both image-to-image (i2i) and
text-to-image (t2i) retrieval and follows the standard setup
for retrieval datasets, consisting of two main parts: (i) query
images and text, and (ii) database (db) images. The objec-
tive is to rank positives – db images relevant to the query –
at the top ranks. The collected objects cover a wide range
of categories and are not restricted to specific domains. An
overview of some collected objects is provided in Fig. 2.

Queries and positives are created/collected by a group
of collectors that are well-informed about the task objec-
tives. In addition to positives, in the database, we include
numerous distractors – irrelevant (negative) images to the
queries – that make retrieval more challenging. Following
previous work [39], adding a large, uncurated set of ran-

dom images achieves this. The larger the set, the higher
the chances of hard negatives – images with similar appear-
ance or semantics to the queries. To this end, we select the
YFCC100M [61] dataset to serve as the source of distrac-
tors due to its size and permissive license.
Selected objects. Ensuring that distractor images include
no false negatives cannot be performed in a scalable or
accurate way if one relies on human annotation or metadata.
Instead, we take advantage of the fact that YFCC100M was
crawled from Flickr in 2014. Hence, an object qualifies in
ILIAS if it could not have appeared on Flickr before 2014.
To verify this, we rely either on publicly available informa-
tion, e.g. objects known to be created/manufactured after
2014, or on the collector’s knowledge about the object not
being publicly available. Additionally, we opt for objects
with distinctive and unique features that set them apart from
others within the same category. For example, we avoid
recent smartphones that look like plain black screens or new
objects with distinctive parts closely resembling older ones.
Queries and positives. Query images depict the instance
on a clean or uniform background. When this is not feasible
(e.g. buildings or statues), background blurring or cropping
is applied. This is performed to avoid including background
objects in the query that do not have corresponding positives
in our ground truth information. Positives are images fea-
turing the query object in challenging conditions, such as
clutter, scale changes, occlusions, and partial views. Prior
work [39] reveals that easy positives dominate performance
metrics. Thus, we specifically opt for challenging cases that
cannot be easily retrieved by the models. To avoid taking
advantage of camera identification, most query and positive
images are captured with at least two different camera mod-
els to introduce diversity. We also incorporate older camera
models that are used in YFCC100M.
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AP: 0 rank 8 rank 13 rank >1000 rank >1000 AP: 19.1 rank 2 rank 8 rank 25 rank >1000

AP: 0.1 rank 15 rank 47 rank 352 rank >1000 AP: 38.3 rank 2 rank 4 rank 32 rank >1000

AP: 2.2 rank 4 rank 16 rank 22 rank 333 AP: 56.1 rank 2 rank 3 rank 7 rank 9

AP: 10.3 rank 3 rank 6 rank 79 rank 299 AP: 76.8 rank 1 rank 2 rank 6 rank 24

Figure 2. Examples of query, positive and hard negatives within the distractor set. Average Precision per query and rank of the
negatives and positives is reported using SigLIP [75] model. Gray: queries. Green: positives. Red: distractors.

Each text query consists of a detailed and fine-grained
textual description of an object. Descriptions are initially
created by a large language model prompted to provide
highly detailed depictions of the object shown in query im-
ages. Generated descriptions are manually edited to fix er-
rors, insufficient descriptions, or nuances of the model.
Distractors. The YFCC100M dataset was chosen for the
distractor set due to its large scale and diverse range of con-
cepts. It consists of 100 million Flickr images, collected
without specific filtering, aside from being shared under a
permissive CC-BY license.
Bounding box annotation. We include supplementary
bounding boxes that specify the precise location of objects
in query and positive images. They provide statistics about
the position and size of object areas, assist our analysis
of the dataset challenges, and support future research in
instance-level localization.
Evaluation metric. Retrieval performance is evaluated via
mean Average Precision (mAP), a widely used metric in
instance-level image retrieval [37, 38, 40]. Specifically, we
adopt mAP@1k [67], which assesses the ranking of the top-
1k nearest neighbors for each query, treating any positive
not ranked among the top-1k as not retrieved. We estimate
the area under the curve using rectangles and not trapezoids.

3.2. Statistics
Dataset size. The final ILIAS dataset includes 1,000 ob-
ject instances captured in 5,947 images, of which 1,232 are
queries and 4,715 are positives. Fig. 3a shows the distribu-
tion of positives per object. Also, 99,144,315 images from
YFCC100M are downloaded. All images (queries, posi-
tives, distractors) are transferred through Flickr to ensure
the same pre-processing.
Taxonomy. A hierarchical 3-level taxonomy is composed
for ILIAS. All instances are assigned across one to three
categories of different granularity levels. The taxonomy

consists of 8 categories on the coarser level, 42 on the mid
level, and 38 on the finer level. The categories are derived
through manual labeling of the objects based on their se-
mantic content. To form the coarser-level categories, we use
domain definitions borrowed from prior work [28, 53, 67] to
align with the literature, i.e. art, landmarks, products, fash-
ion. We also define novel categories based on the objects
that do not fit into any existing domain. The distribution of
objects across categories is uneven, e.g. ranging from 168
and 162 for art and landmarks to 83 for products. Each
mid- and finer-level category contains at least 4 instances.
Note that taxonomy is given to provide statistics about the
domains of objects and assist our analysis instead of being
leveraged as ground truth. The distribution of taxonomy
categories can be inferred by Fig. 5, and a detailed figure is
provided in the supplementary material.
Bounding box analysis. A total number of 6,117 bounding
boxes are annotated for both queries and positives. Note
that positives may display multiple objects of near identical
appearance to the query; in such cases, bounding boxes
are drawn on all indistinguishable objects. There are 235
images with more than one bounding box. Based on the
annotated bounding boxes, we compute the area covered
in the image by the object instances to derive its relative
scale. Fig. 3c shows the distribution of the scale ratio for
queries and positives. Most objects in queries cover the
largest area of the images; while in the vast majority of
positives, the object covers a small area of less than half
the image. It is a result of the severe scale changes and
partial views. Moreover, we use the Segment Anything
Model (SAM) [23, 42] to extract object segments from
positives. The number of detected segments outside the
query object’s bounding boxes is computed. This indicates
clutter from other items in the positives. Fig. 3b shows the
segment number distribution, with most images containing
multiple segments due to clutter.
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Figure 3. ILIAS statistics. (a) number of positives per object, (b)
positive distribution by the SAM segments outside the bounding
box, (c) image distribution by the relative bounding box area.

3.3. mini-ILIAS
We provide a small version of ILIAS, called mini-ILIAS,
to facilitate quick experimentations. It consists of the query
and positive images collected for ILIAS, and a subset of the
YFCC100M distractors. Instead of randomly subsampling
YFCC100M, we construct a challenging subset with the
help of VLMs. We aim at selecting distractors displaying
objects of similar categories as the query objects. We use
the text category labels of the taxonomy as text queries. We
also extend them with standard templates used for zero-shot
recognition [41], which resulted in several thousands. T2i
similarity between each text query and each distractor im-
age is estimated. A similarity score for each distractor is de-
rived based on its maximum similarity over the text queries.
We ensemble the scores of 3 VLMs to rank images. The
top-5M ranked distractors compose the final mini-ILIAS.
Our experiments indicate that this subset is significantly
more challenging than a random subset of the same size.

4. Benchmark methods
We describe the methods and foundation models we eval-
uate on ILIAS, which are grouped according to their type
of representations used for retrieval in global (i2i) repre-
sentations, re-ranking with global (i2i) representations, re-
ranking with local (i2i) representations, and text-to-image.
A detailed list of models, their performance, and implemen-
tation details are in the supplementary materials.
Image-to-image retrieval with global representations.
Global representation methods use image encoders to map
images to global descriptors and rank db images based on
cosine similarity. We evaluate legacy and recent founda-
tion models, varying in architecture, descriptor dimension-
ality, training scheme, training data, and input resolution.
Foundation models [5] are the models trained with a train-
ing set on the scale of a hundred million. Particularly, 23
CNN [17, 26, 29, 49, 58, 59, 78] and 45 ViT [13, 14]
models, trained with supervision [22, 54, 64, 68], self-
supervision [7, 8, 18, 34], distillation [1, 46, 64], or visual-
language alignment [9, 41, 57, 65, 70, 75] are benchmarked.
Most of the non-foundation models are trained on Ima-
geNet [12]. There are models trained on single specific do-

mains [27, 35, 48], i.e. landmarks or products on GLDv2
or SOP. Universal models [1, 46, 72, 73] trained on multi-
domains or multi-task schemes are included. The full list of
models and results is provided in supplementary materials.

To mitigate the differences in training resolution, we use
three widely-used resolutions, i.e. 384, 512, and 724 and
resize images so that their larger dimension matches one of
the three. The test resolution is defined to be one resolu-
tion above the one used for training, e.g. a network trained
with 224 or 384 is tested with 384 or 512, respectively. The
vast majority of models achieve best performance under this
rule. Similar behavior is observed in the literature [55, 63].
Linear adaptation for i2i retrieval. Pre-trained founda-
tion models, as well as legacy models, are trained to extract
representations that are applicable to various tasks; not all
encoded features are directly relevant to instance-level re-
trieval. To adapt the representation to the task at hand, we
propose to train a single linear layer (projection) on top of
frozen backbones. The recently introduced Universal Em-
beddings (UnED) dataset [72] is used for learning the lin-
ear adaptation. UnED contains images from 8 different do-
mains with fine-grained and/or instance-level class annota-
tion. In our experiments, the linear layer that converts the
backbone output to a 512D descriptor is trained on a uni-
formly sampled subset of 1M images from UnED. The lin-
ear adaptation layer is trained with the UJCDS [72] method.
Text-to-image retrieval. Text-to-image retrieval is per-
formed using Vision-Language Models (VLMs) trained to
align the two modalities. Retrieval is performed based on
cosine similarity between the text query and db image de-
scriptors that are extracted using the textual and visual en-
coder, respectively. We evaluate 17 VLM models.
Re-ranking with global representations. Such methods
rely on global descriptors for exhaustive search during the
initial ranking, but also for a second refinement stage that
issues a new query. We experiment with αQE [40], the
adaptive variant of average Query Expansion [10]. After
the initial ranking, the descriptors of the top-ranked images
are aggregated with the query via weighted average pooling.
The weights are derived from the similarity to the query in
the power of α. We don’t have a validation set; hence, we
use a fixed value α = 1.
Re-ranking with local representations. These re-ranking
methods rely on global descriptors for exhaustive search
during the initial ranking but estimate query-to-db image
similarity based on local descriptors for a second refinement
stage of the ranked list of images. We experiment with three
methods: (i) Chamfer Similarity (CS) [3, 44] on the similar-
ity matrix between local descriptors across the image pair.
We use the asymmetric variant of CS with max over db de-
scriptors and sum over query descriptors. (ii) Spatial Verifi-
cation (SP) [6, 15, 37], a common re-ranking method where
point correspondences are processed with a RANSAC-like
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Figure 4. Comparison with other instance-level retrieval datasets via reporting mAP@1k. INSTRE: 27.3K db size, multi-domain.
GLDv2: 762K db size, single-domain. SOP: 60.5K db size, single-domain. Different network types are color-coded. For GLDv2 and SOP,
models fine-tuned on these domains with the corresponding training sets are highlighted. No linear adaptation is used.

process and the number of inliers is used for re-ranking.
(iii) AMES [56], a recent transformer-based network to es-
timate the similarity between sets of local descriptors. Due
to the scale of ILIAS database, we use only 100 binary local
descriptors for each database image and 600 for the query
image. Local descriptors are extracted using the base vari-
ant of DINOv2 with registers [11, 34] and selected based
the local descriptor detector used in AMES [56]. Top-1k
retrieved images are re-ranked.

5. Experiments
We evaluate all the above models and methods, extracting
useful insights regarding the factors that boost retrieval per-
formance. ILIAS is compared with other existing datasets
for instance-level image retrieval. We analyze the perfor-
mance of selected models1 to break down the impact of dif-
ferent ILIAS attributes, such as domains, clutter, and scale.
Unless stated otherwise, we use the large model variants
with the largest resolution available, e.g. in our analysis we
use SigLIP ViT-L trained with 384 resolution.

5.1. Comparison with other instance-level datasets
In Fig. 4, ILIAS is compared with other instance-level re-
trieval datasets based on evaluation of the same models.
Linear adaptation is not applied as parts of GLDv2 and SOP
are included in the UnED dataset. Only for the sake of this
comparison, and for no other experiment in this work, we
use models fine-tuned on specific domains (in-domain mod-
els), i.e. on the training sets of SOP and GLDv2. INSTRE,
which is also multi-domain, shows a correlation to ILIAS,
but its performance is saturated due to its small size. For
single-domain datasets, in-domain models outperform oth-
ers by a large margin, with few exceptions, i.e. DINOv2,
which includes the trainset of GLDv2 in its training data.
Several multi-domain models perform well on SOP since
their training set is usually included in the training data.
However, in-domain and multi-domain models face chal-
lenges on ILIAS, highlighting the diversity of our dataset.

1Although the very recent SigLIP2 is the best-performing model, we
conduct most experiments with SigLIP.

5.2. Method comparison
Image-to-image retrieval with global representations.
Tab. 2 presents the performance of global descriptor mod-
els on ILIAS. Selected models are presented to highlight
useful comparisons, while many other models are included
in the supplementary material. The main factors that im-
prove performance are the size of the training set, train-
ing resolution, and model architecture, which aligns with
the literature. The impact of dataset size is apparent in
various model combinations, e.g. CLIP with openai and
laion2b. This is also pronounced by the dominance of
foundation models. Training with large resolution brings
significant gains and consistently improves mAP@1k. In
some cases of SigLIP, smaller models trained with large res-
olutions outperform larger ones trained with small resolu-
tions. For the models of the same resolution, it is a common
trend for larger model variants to bring corresponding per-
formance gains. In general, VLMs perform the best. From
non-VLMs, only DINOv2 and Unicom achieve competitive
performance. Masked Image Modeling (MIM) and super-
vised models are not performing well. Our linear adapta-
tion scheme is very effective, improving most models. The
boost is more pronounced in the case of VLMs. A possible
explanation for such improvements is that image-to-image
relations are not optimized during the training of VLMs.
Text-to-image retrieval. Following results in Tab. 2, simi-
lar conclusions are derived for the t2i case. Retrieval perfor-
mance improves with the scaling of the training data. The
larger model achieves significantly better results, i.e. com-
pare the base with large variants. Finally, it is noteworthy
that the best performance achieved by SigLIP2 is very close
to the i2i performance when no adaptation is used. Note
that t2i includes 1k text queries in total, with one query per
object, while i2i 1,232 image queries.
Evaluation of mini-ILIAS selection. Tab. 3 shows per-
formance on mini-ILIAS for five models with linear adap-
tation. The selected subset is significantly more challeng-
ing than a random selection of 5M images. More precisely,
a set of approximately ∼26M random images matches the
performance of mini-ILIAS.
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image-to-image text-to-image

model arch train dataset data size train res test res 5M† 100M† 100M 100M 5M

ResNet50 [17] R50 sup in1k 1M 224 384 2.5 1.8 1.7 - -
DINO [8] R50 ssl in1k 1M 224 384 4.1 2.9 2.9 - -
ConvNext [29] CN-L sup in1k 1M 288 384 4.2 2.9 2.2 - -
OAI-CLIP [17] R50 vla openai 400M 224 384 8.5 6.0 3.2 1.5 2.3
OpenCLIP [19, 29] CN-B vla laion2b 2B 256 384 18.1 14.0 7.9 4.6 7.0
OpenCLIP [19, 29] CN-L vla laion2b 2B 320 512 22.9 18.3 9.6 8.1 11.5

ViT [13, 54] ViT-B sup in1k 1M 224 384 1.9 1.3 1.0 - -
EVA-MIM [14] ViT-B ssl in22k 142M 224 384 4.7 3.2 2.1 - -
ViT [13, 54] ViT-B sup in21k 14M 224 384 6.2 4.4 3.0 - -
DINO [8] ViT-B ssl in1k 1M 224 384 6.6 4.8 3.7 - -
UDON-CLIP [73] ViT-B sup uned 2.8M 224 384 9.2 6.7 5.9 - -
OAI-CLIP [41] ViT-B vla openai 400M 224 384 10.7 7.9 4.2 1.6 2.7
EVA-CLIP [57] ViT-B vla merged2b 2B 224 384 11.7 8.7 5.9 2.5 4.4
MetaCLIP [70] ViT-B vla 2pt5b 2.5B 224 384 12.7 9.4 6.6 4.9 7.6
DINOv2 [34] ViT-B ssl lvd142m 142M 518 724 15.0 12.1 11.5 - -
SigLIP [75] ViT-B vla webli 10B 256 384 20.6 16.7 11.5 7.5 10.3
SigLIP [75] ViT-B vla webli 10B 384 512 26.2 21.5 15.6 11.0 14.4
SigLIP [75] ViT-B vla webli 10B 512 724 27.5 23.0 16.6 11.1 14.6
SigLIP2 [65] ViT-B vla webli 10B 512 724 28.6 23.5 15.4 10.4 14.6

EVA-MIM [14] ViT-L ssl in22k 14M 224 384 3.9 2.7 1.5 - -
ViT [13, 54] ViT-L sup in21k 14M 224 384 7.3 5.3 4.6 - -
EVA-MIM [14] ViT-L ssl merged38m 38B 224 384 8.8 6.1 4.7 - -
OAI-CLIP [41] ViT-L vla openai 400M 224 384 15.8 11.9 7.0 4.6 6.7
OpenCLIP [9, 19] ViT-L vla laion2b 2B 224 384 17.5 13.7 9.4 7.0 9.4
Unicom [1] ViT-L dist laion400m 400M 336 512 18.6 14.6 13.9 - -
OAI-CLIP [41] ViT-L vla openai 400M 336 512 19.9 15.2 9.4 5.8 8.4
DINOv2 [34] ViT-L ssl lvd142m 142M 518 724 18.8 15.3 15.3 - -
EVA-CLIP [57] ViT-L vla merged2b 2B 336 512 20.9 16.0 10.9 7.2 10.6
MetaCLIP [70] ViT-L vla 2pt5b 2.5B 224 384 21.7 16.9 11.7 9.2 13.1
SigLIP [75] ViT-L vla webli 10B 256 384 26.3 21.8 15.2 12.8 16.4
SigLIP [75] ViT-L vla webli 10B 384 512 34.3 28.9 19.6 18.1 22.2
SigLIP2 [65] ViT-L vla webli 10B 512 724 37.3 31.3 20.8 19.8 24.7

Table 2. Performance comparison using mAP@1k on ILIAS and mini-ILIAS for global representation models for i2i and t2i.
Comparison of model architecture (arch), training scheme (train), training data, and train/test resolution. † indicates results with the linear
adaptation. 5M and 100M correspond to the mini and full versions of the dataset, respectively. sup, ssl, dist, vla: supervised learning,
self-supervised learning, distillation and vision-language alignment. R50, CN: ResNet50 and ConvNext.

model 100M 5M-mini 5M-rand

DINOv2† [34] 15.3 18.8 22.7±0.2

EVA-CLIP† [57] 16.0 20.9 28.8±0.2

MetaCLIP† [70] 16.9 21.7 29.2±0.1

OpenCLIP† [19, 29] 18.3 22.9 30.9±0.2

SigLIP† [75] 28.9 34.3 41.8±0.1

Table 3. A challenging distractor subset for mini-ILIAS.
mAP@1k evaluated for different distractor sets, 100M: the full
dataset, 5M-mini: mini-ILIAS subset, 5M-rand: random subset.
We report the mean and std of 3 randomly sampled subsets. † in-
dicates results with the linear adaptation.

reranking SigLIP [75] SigLIP† [75]

mAP@1k oracle mAP@1k oracle

global 19.6 48.7 28.9 56.0

αQE1 [10, 40] 22.1 44.7 33.7 56.9
αQE2 [10, 40] 20.4 40.8 31.5 54.4
αQE5 [10, 40] 14.3 34.9 23.5 49.3

CS [44] 22.9 48.7 32.5 56.0
SP [37] 21.8 48.7 30.5 56.0
AMES [56] 26.4 48.7 35.6 56.0

Table 4. Performance comparison for re-ranking methods. Or-
acle represents the performance of perfect re-ranking at the top-1k
images. Top: query expansion with global descriptors. Bottom:
re-ranking with local descriptors. †: results with linear adaptation.

Retrieval with re-ranking. Tab. 4 shows the performance
of re-ranking methods applied on top of SigLIP with and
without linear adaptation on ILIAS. Complementary to
mAP@1k, an oracle-based top-1k re-ranking metric is re-
ported as the upper bound of a re-ranking method that pro-
cesses the top 1k images. Local similarity estimated by a
learned model proves to be very effective for re-ranking.
Nevertheless, the oracle re-ranking performance indicates
that there is a lot more space for improvements. Re-ranking
with QE is useful when the number of aggregated neigh-
bors is low and drops below the baseline when the number
of neighbors is increased. Notably, global re-ranking af-
fects and, interestingly, decreases oracle performance since
the whole db is re-ranked; while local re-ranking does not
affect it since it is performed only on a shortlist of images.

5.3. Analysis
Performance per domain. Fig. 5 shows the performance
per taxonomy categories. The taxonomy annotations allow
a fine-grained view of the results, which can possibly allow
us to capture imbalanced improvements in future work. For
example, DINOv2, despite being overall inferior to SigLIP,
is outperforming it in categories like architecture and sculp-
tures or is quite similar in categories like public art and pa-
per art. This is possibly attributed to the curation and com-
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Figure 6. Performance comparison reporting AP per query for
different approaches with SigLIP. Pearson correlation reported
in parenthesis. † indicates results with the linear adaptation.

position of the DINOv2 training set, which includes artwork
and landmark datasets. Also, some categories are hurt by re-
ranking with AMES, with some demonstrating big drops,
i.e. sport, gaming, perfume. These categories deviate sig-
nificantly from the domain AMES is trained, i.e. landmarks,
which could potentially justify such drops.
Per query comparisons. Fig. 6 shows the AP per query
for various methods. Linear adaptation boosts most queries,
i.e. performance drop only for 192 queries. Image- and text-
based retrieval are not strongly correlated despite perform-
ing similarly, which is good evidence [60] for the effec-
tiveness of model ensembles. Indeed, ensembling i2i and
t2i by averaging similarities brings +6.1 improvement over
i2i retrieval. Query expansion improves the queries with at
least some positives at top positions, i.e. AP greater than 20.
However, it harms many low-performing queries by aggre-
gating descriptors irrelevant to the query. AMES improves
the majority of the queries; however, many are harmed, in-
dicating that there is plenty of room for improvement.
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Figure 7. Performance evaluation (mAP@1k) across different
amounts of object area coverage and background clutter. Pos-
itives across all queries are jointly ranked based on coverage or
clutter and split into 4 equal size groups. Queries with no positive
in the corresponding group are discarded. No. of queries per group
is in parentheses. † indicates results with the linear adaptation.

Impact of clutter and scale in positives. To quantify
the impact of background clutter and scale changes, Fig. 7
presents the performance for different groups of positives.
Dealing with small objects and multi-object scenes form
major weaknesses of existing models. Notably, t2i beats
i2i without adaptation in small-scale groups.

6. Conclusions

We introduce ILIAS and conduct an extensive evaluation
of current foundational models and retrieval methods, high-
lighting that instance-level retrieval remains an unsolved
problem. Our results indicate that off-the-shelf applica-
tion of foundational models leaves considerable room for
improvement, particularly in handling small objects and
complex backgrounds. While specialized retrieval meth-
ods leveraging local descriptors are effective in these cases,
their high memory and computational costs become imprac-
tical at the scale of ILIAS or beyond. ILIAS is designed to
become a standard benchmark for evaluating foundational
representation models and retrieval methods, accommodat-
ing both global and local representations, and advancing the
field of instance-level recognition.
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Julien Mairal, Piotr Bojanowski, and Armand Joulin. Emerg-
ing properties in self-supervised vision transformers. In
ICCV, 2021. 5, 7

[9] Mehdi Cherti, Romain Beaumont, Ross Wightman, Mitchell
Wortsman, Gabriel Ilharco, Cade Gordon, Christoph Schuh-
mann, Ludwig Schmidt, and Jenia Jitsev. Reproducible scal-
ing laws for contrastive language-image learning. In CVPR,
2023. 5, 7

[10] Ondrej Chum, James Philbin, Josef Sivic, Michael Isard, and
Andrew Zisserman. Total recall: Automatic query expansion
with a generative feature model for object retrieval. In ICCV,
2007. 2, 5, 7

[11] Timothée Darcet, Maxime Oquab, Julien Mairal, and Piotr
Bojanowski. Vision transformers need registers. In ICLR,
2024. 6

[12] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li,
and Li Fei-Fei. Imagenet: A large-scale hierarchical image
database. In CVPR, 2009. 2, 5

[13] Alexey Dosovitskiy, Lucas Beyer, Alexander Kolesnikov,
Dirk Weissenborn, Xiaohua Zhai, Thomas Unterthiner,
Mostafa Dehghani, Matthias Minderer, Georg Heigold, Syl-
vain Gelly, Jakob Uszkoreit, and Neil Houlsby. An image is
worth 16x16 words: Transformers for image recognition at
scale. In ICML, 2021. 5, 7

[14] Yuxin Fang, Wen Wang, Binhui Xie, Quan Sun, Ledell Wu,
Xinggang Wang, Tiejun Huang, Xinlong Wang, and Yue
Cao. EVA: Exploring the limits of masked visual represen-
tation learning at scale. In CVPR, 2023. 2, 5, 7

[15] Martin A. Fischler and Robert C. Bolles. Random sample
consensus: A paradigm for model fitting with applications to
image analysis and automated cartography. Communications
of the ACM, 1981. 5

[16] Cristopher Flagg and Ophir Frieder. Reconstruction of arti-
facts from digital image repositories. JOCCH, 2022. 1

[17] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun.
Deep residual learning for image recognition. In CVPR,
2016. 5, 7

[18] Kaiming He, Haoqi Fan, Yuxin Wu, Saining Xie, and Ross
Girshick. Momentum contrast for unsupervised visual rep-
resentation learning. In CVPR, 2020. 5

[19] Gabriel Ilharco, Mitchell Wortsman, Ross Wightman, Cade
Gordon, Nicholas Carlini, Rohan Taori, Achal Dave,
Vaishaal Shankar, Hongseok Namkoong, John Miller, Han-
naneh Hajishirzi, Ali Farhadi, and Ludwig Schmidt. Open-
clip, 2021. 7
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gate loss with large batches and similarity mixup. In CVPR,
2022. 5

[36] Jingtian Peng, Chang Xiao, and Yifan Li. RP2K: A large-
scale retail product dataset for fine-grained image classifica-
tion. In arXiv, 2020. 2, 3

[37] James Philbin, Ondřej Chum, Michael Isard, Josef Sivic, and
Andrew Zisserman. Object retrieval with large vocabularies
and fast spatial matching. In CVPR, 2007. 2, 4, 5, 7
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