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Figure 1. HMAR Samples: Class-conditional ImageNet generated samples at 256×256 (HMAR-d30) and 512×512 (HMAR-d24) resolutions.

Abstract

Visual Auto-Regressive modeling (VAR) has shown promise
in bridging the speed and quality gap between autoregressive
image models and diffusion models. VAR reformulates autore-
gressive modeling by decomposing an image into successive
resolution scales. During inference, an image is generated by
predicting all the tokens in the next (higher-resolution) scale,
conditioned on all tokens in all previous (lower-resolution)
scales. However, this formulation suffers from reduced image
quality due to the parallel generation of all tokens in a resolution
scale; has sequence lengths scaling superlinearly in image reso-
lution; and requires retraining to change the sampling schedule.

We introduce Hierarchical Masked AutoRegressive model-
ing (HMAR), a new image generation algorithm that alleviates
these issues using next-scale prediction and masked prediction
to generate high-quality images with fast sampling. HMAR refor-
mulates next-scale prediction as a Markovian process, wherein
the prediction of each resolution scale is conditioned only on
tokens in its immediate predecessor instead of the tokens in all
predecessor resolutions. When predicting a resolution scale,
HMAR uses a controllable multi-step masked generation pro-
cedure to generate a subset of the tokens in each step. On

*Equal contribution. †Equal senior authorship.

ImageNet 256×256 and 512×512 benchmarks, HMAR models
match or outperform parameter-matched VAR, diffusion, and
autoregressive baselines. We develop efficient IO-aware block-
sparse attention kernels that allow HMAR to achieve faster
training and inference times over VAR by over 2.5× and 1.75×
respectively, as well as over 3× lower inference memory foot-
print. Finally, HMAR yields additional flexibility over VAR; its
sampling schedule can be changed without further training, and
it can be applied to image editing tasks in a zero-shot manner.

1. Introduction
Autoregressive modeling is the dominant approach for text
generation [1, 32, 33]. However, for images and videos,
autoregressive models are yet to match diffusion models in
speed and quality, making the latter the de-facto generative
approach for these modalities [12, 36, 41]. This disparity
raises the question of whether autoregressive models can match
diffusion models in speed and quality for image generation.

Adapting the next-token autoregressive generation paradigm
from language to images introduces multiple challenges. Images
are multi-dimensional, making it difficult to determine an appro-
priate causal ordering. Orderings like raster-scan [14, 42, 49]
break the natural spatial relationships within images, resulting
in lower-quality outputs. Additionally, sequential pixel-by-pixel
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(a) Sequential generation – VQ-GAN [14] (b) Multi-step generation – MaskGIT [6] (c) Parallel multi-scale generation – VAR [45]

(d) Hierarchical multi-step generation – HMAR (Ours)

Figure 2. Illustration of the sequential decoding formulation in different methods. We show the decoding process of next-token prediction
[14, 42], parallel masked prediction [6], next-scale prediction [45], and our proposed hierarchical multi-step masked prediction. The dark and
light grey squares represent the un-generated and generated tokens, respectively. HMAR generates images in an iterative two-step process by
first producing a rough prediction of the next scale, then refining it using multi-step masked prediction until the final scale is reached.

generation becomes impractically slow, especially at high
resolutions. Masked autoregressive models, such as MaskGIT
[6], MAR [24], and MAE [23], do not impose a strict order on
the image and instead use global information to progressively
fill an empty multi-dimensional canvas. However, the quality of
their generation in practice still trails behind diffusion models,
leaving diffusion as the preferred approach for image generation.

Recently, Visual Auto-Regressive modeling (VAR) [45] has
shown promise in bridging the quality and speed gap between
diffusion and autoregressive image models. VAR frames image
generation as successive coarse-to-fine next-scale prediction
over successively higher-resolution scales. VAR generates
higher-resolution scales by conditioning on the tokens across
all previous lower-resolution scales. To make the autoregressive
generation tractable, VAR generates all the tokens in a resolution
scale in a single model iteration (as opposed to generating
tokens one at a time). As a result, VAR achieves faster sampling
speeds than diffusion models and delivers the state-of-the-art
image quality among autoregressive approaches [45].

However, VAR still faces challenges in terms of achievable
image quality, efficiency and flexibility:
• Quality. VAR accelerates generation by sampling all the

tokens within a given scale in parallel. We hypothesize that
this assumes all the tokens at a given scale are conditionally
independent given all previous scales and does not accurately
capture the underlying joint distribution within each scale,

which can cause inconsistencies within the same scale and
error accumulation across scales, ultimately contributing to
degraded sample quality (Fig. 17).

• Efficiency. Next-scale prediction conditioned on all previous
scales leads to longer sequences—up to 5.84× longer than
next-token prediction at 256 × 256—which grow in both
the input resolution and the number of scales (Fig. 8). This
makes VAR more expensive to train at higher resolutions
due to the quadratic time complexity of self-attention with
sequence length. Furthermore, efficient self-attention libraries
such as FlashAttention do not support the block-causal
attention pattern (Fig. 10) in VAR. During inference, caching
the lower-resolution scales increases the memory footprint
and leads to out-of-memory issues at higher resolutions and
larger model sizes.

• Flexibility. Next-scale prediction requires defining the num-
ber of sampling steps at training. As a result, increasing the
number of sampling steps to improve image quality requires
retraining the model from scratch with a new set of scales.

To address these issues, we introduce Hierarchical Masked
AutoRegressive modeling (HMAR), a new image generation
framework that combines next-scale prediction and masked
prediction. HMAR reformulates next-scale prediction as
a Markovian process, conditioning the generation of each
successive resolution scale only on the tokens of its immediate
predecessor (instead of all predecessor scales). The Markovian
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formulation enables a block-diagonal, windowed attention
pattern (Fig. 10) during training, offering up to 5× times
more sparsity than VAR’s block-causal pattern at 256× 256.
HMAR furthermore replaces the single-step scale generation
of VAR with a controllable, multi-step masked generation
procedure similar to MaskGIT [6], thereby removing the
per-scale conditional independence assumption of VAR.
Finally, HMAR’s hierarchical coarse-to-fine ordering allows
reweighting of the training loss to focus the model’s capacity
on crucial image details at the most important hierarchy levels.

HMAR improves over VAR and autoregressive modeling
in terms of image quality, efficiency, and flexibility:

• Quality. On ImageNet- 256×256 and ImageNet-512×512
benchmarks, our parameter-matched HMAR models match
or outperform VAR in FID while improving the Inception
Score by up to ≈ 30 points. HMAR outperforms previous
AR and Diffusion baselines (DiT) in FID and Inception Score.
Qualitatively, HMAR enhances image quality over VAR [45].

• Efficiency. Due to its Markovian formulation, HMAR does
not need to compute or cache any preceding-scale tokens,
resulting in up to 1.75× speedup and 3× memory reduction
during inference. In addition, the block-diagonal attention
pattern enables 10× faster attention computation via an
I/O-aware window attention kernel. This results in up to
2.5× faster end-to-end training time compared to VAR.

• Flexibility. The intra-scale masked generation procedure
provides flexibility, allowing an increase in the number of
sampling steps without retraining the model from scratch.
Increasing masked sampling steps at coarser scales improves
FID scores while increasing them at finer scales enhances
perceptual image quality. HMAR’s intra-scale masking
makes it easy to adapt HMAR to image editing tasks like
inpainting, outpainting, and class-conditional editing.

The remainder of this paper is structured as follows: Section 2
gives an abbreviated treatment of related work. Section 3
discusses the necessary background. Section 4 discusses the
HMAR method. Section 5 presents experiments. Section 6
concludes and discusses future work. Additional details are
provided in the supplementary material.

2. Related Work

We provide an abbreviated discussion of related work. A full
treatment is given in Appendix A.

Diffusion models [12, 19, 34, 37, 40, 41] are the dominant
class of generative models for image synthesis and are trained
to reverse a gradual noising process. Autoregressive image
generation models [38, 48, 49] offer an alternative approach by
generating images sequentially, typically following a raster scan
pattern. Recent work has improved efficiency by using vector-
quantized VAEs [14, 50] to compress images into discrete tokens
for autoregressive generation. Masked image generative models
[6, 7, 23, 52] use a masked prediction objective similar to BERT

[11]. By predicting multiple masked tokens in parallel, these
models achieve faster generation speeds compared to next-token
autoregressive image models. Visual autoregressive modeling
(VAR) [45] enhances the efficiency and quality of autoregressive
image generation by reframing autoregressive image generation
as next-scale prediction instead of next-token prediction. Finally,
efficient attention implementations like FlashAttention [9, 10,
39] compute self-attention efficiently on GPU but only support
a limited number of attention patterns. Recent work such as
FlexAttention [30] supports a wider range of attention patterns
but currently restricts sequence lengths to multiples of 128.

3. Background
In this section, we discuss the necessary background on
VAR that we build on. We first discuss image generation as
next-token prediction and then image generation as next-scale
prediction. We then discuss the tokenization scheme used in
VAR, which we also adopt in HMAR.
Image generation as next-token prediction. An image is rep-
resented as a sequence of N discrete tokens x=(x1,x2,...,xN),
flattened according to a specified order, e.g., raster-scan. Each to-
ken xn is an integer from a vocabulary of sizeV and corresponds
to a vector in a codebook V∈RV×D with latent dimension D.
The probability of the image, p(x), is then modeled as:

  \label {eqn:chain_rule} \pr (\vx ) = \prod _{t=1}^\Nt \pr (\xr _t | \xr _1, \xr _2, \ldots , \xr _{t-1}). 




 (1)

Flattening an image into a one-dimensional sequence breaks
the spatial relationships between neighboring pixels. Closely
connected pixels are widely separated in the sequence, making
it difficult to capture important local patterns. Moreover, the
uni-directional ordering restricts the model’s ability to leverage
the full image context, resulting in reduced quality and limited
flexibility. Finally, the number of required sampling steps grows
linearly with image resolution, making high-resolution image
generation computationally expensive and often impractical.
Image generation as next-scale prediction. Visual Auto-
Regressive Modeling (VAR) [45] overcomes the limitations of
next-token autoregressive image generation by reformulating
the task as next-scale rather than next-token prediction. In
this approach, an image x is decomposed into K sub-images
of increasing resolutions (r1,r2, ...rK), and the likelihood is
defined over the sequence of scales as:

  \pr (\xv ) = \pr \left (\vvr _1, \vvr _2, ..., \vvr _\Kt \right ) = \prod _{k=1}^\Kt \pr \left (\vvr _k | \vvr _1, ..., \vvr _{k-1}\right ). 




 (2)

Each autoregressive step now generates a scale rk containing
Hk×Wk tokens and no flattening like raster-scan is needed.
The full context of the image at the preceding scales is available
for conditioning. Additionally, the number of autoregressive
steps is now controlled by the number of scales, making this
method far more scalable.

A block-causal mask (Fig. 10) is used during training to

2537



enforce causality across scales while preserving bidirectional
dependencies among tokens within each scale. During
inference, all tokens within a scale are sampled in parallel,
conditioned on the tokens of all previous scales. This leads to
fast sampling while providing good visual quality.
Multi-scale vector quantization. In order to translate images
from a continuous pixel space into a discrete token space, VAR
uses a multi-scale residual quantization method, where the
sub-images (r1,r2,...rK) progressively add information to a
residual approximation of the image x̃, such that, after K stages,
the approximation resembles the original image as faithfully as
possible. VAR uses a VQ-VAE quantization method to quantize
continuous vectors into discrete tokens. In particular, VAR
maps each of the xi,j values of the latent image representation
x to one of V learnable vectors v∈V, V∈RV×D as:

  \tilde {\xr }_{i, j} = \gQ (\xr _{i,j}) = \left ( \text {argmin}_{v \in [\Vt ]} \left \| \Vm _{v, :} - \xr _{i, j} \right \|_2 \right ). 




 (3)

In VAR, the latent image representation is further interpo-
lated across various resolutions corresponding to the scales,
k ∈ [K]. At each scale, the residual between the cumulative
approximation and the original image is quantized and used
as the token map for that level. The associated learnable vector
v is then used for reconstruction. Encoding and reconstruction
in multi-scale vector quantization are depicted in Algs. 1 and
2. We adopt the same approach in HMAR.

Algorithm 1 Multi-scale VQ-VAE Encoding

1: Input: Latent image representation x
2: Parameters: Steps K, resolutions {(Hk,Wk)}Kk=1

3: Output: Multi-scale token maps R
4: R=[]
5: for k=1,···,K do
6: rk=Q(interpolate(x,Hk,Wk))
7: R.append(rk)
8: x̃k=interpolate(lookup(V,rk),HK,WK)
9: x=x−x̃k

10: end for
11: return R

Algorithm 2 Multi-scale VQ-VAE Reconstruction

1: Input: Multi-scale token maps R
2: Parameters: Steps K, resolutions {(Hk,Wk)}Kk=1

3: Output: Latent image reconstruction x̃
4: x̃0=0
5: for k=1,···,K do
6: rk=R[k]
7: x̃k=interpolate(lookup(V,rk)),HK,WK)
8: x̃1:k=x̃1:k−1+x̃k

9: end for
10: return x̃1:K

4. Hierarchical Masked Image Generation
In this section, we describe the key components of HMAR.
Section 4.1 formulates next-scale prediction with a Markovian
assumption, conditioned only on the tokens in the previous
scale. We then develop GPU kernels to leverage the resultant
block-sparse attention pattern during training. Section 4.2
describes HMAR’s intra-scale multi-step masked generation
process. Section 4.3 describes how HMAR focuses on more
important resolution scales during training for higher quality.
Finally, Section 4.4 describes the overall HMAR approach.

4.1. Efficient Markovian Next-Scale Prediction
We reformulate next-scale prediction to be Markovian and
develop an efficient, I/O-aware, block-sparse attention GPU
kernel that enables faster training.
Reformulating Next-Scale Prediction to be Markovian. In
VAR, each resolution scale contains only residual information
of the input (Alg. 2, L7). Hence, next-scale prediction is condi-
tioned on the tokens of all previous scales. However, this leads
to longer sequences (Fig. 8) which are expensive for training and
inference. We observe that the running image reconstruction
up to the stage k, x̃1:k (Alg. 2, L8) contains the information
from all stages up to the stage k. Consequently, conditioning of
the running reconstruction is equivalent to conditioning on all
previous stages. That is p(rk|r1,r2,...,rk−1) = p(rk|x̃1:k−1),
and therefore, the likelihood of x can be rewritten as:

  \pr (\xv ) = \pr \left (\vvr _1, \vvr _2, ..., \vvr _\Kt \right ) = \prod _{k=1}^\Kt \pr \left (\vvr _k |\Tilde {\xv }_{1:k-1} \right ). 




 (4)

This equivalence depicts the Markovian nature of next-scale
prediction akin to Laplacian and Gaussian pyramids [2, 5]. We
note that only the conditioning changes in this formulation, and
we still predict the residual tokens rk.

In Fig. 9, we illustrate the attention pattern in VAR, revealing
that the majority of attention is concentrated on the previous
scale, which further validates our approach. In practice, we
make use of the interpolation function used in Alg. 1, L6,
to map the running reconstruction x̃1:k−1 to an image of
shape Hk−1×Wk−1. This allows us to modify the attention
pattern of VAR [45] from a lower block-triangular pattern to
a block-diagonal pattern (Fig. 10) which is much more sparse.
Furthermore, this formulation removes the need for prefix
computations and KV-caching during inference, leading to
faster inference and reduced inference memory usage.
I/O-Aware Windowed Attention. Our Markovian formulation
theoretically enables faster attention computation compared to
the original VAR due to its higher sparsity (Fig. 10). However,
leveraging this sparsity in practice is not straightforward.
Efficient attention implementations such as FlashAtten-
tion [9, 10, 39], only support a handful of attention variants of
which our block-diagonal pattern and the original block-causal
pattern in VAR are not among.

To address this, we develop a custom GPU kernel using
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Triton [46] that extends FlashAttention [9, 10, 39] to support
these patterns. Our kernels further leverage the sparsity pattern
to accelerate attention computation, leading to more than 10×
speed-up in attention computation. We provide additional
details and micro-benchmarks in Appendix B.

4.2. Hierarchical Multi-Step Masked Generation

We describe the quality impacts of VAR’s single-step generation
process for each resolution scale, and we describe the intra-scale
multi-step masked generation in HMAR.
Oversmoothing and Error Accumulation in VAR. VAR
samples all tokens within a scale rk in parallel given the pre-
vious scales from p(rk|r<k). While this approach accelerates
sampling, we hypothesize that it implicitly assumes that all
tokens r

(i,j)
k within a scale k are conditionally independent

given the previous scales r<k. That is, VAR implicitly models
p(rk|r<k) as:

 \label {eq:var_prob_approx} \pr (\vvr _k | \vvr _{<k}) = \pr \big (\rr _k^{(1, 1)} \big | \vvr _{<k} \big ) ... \pr \big (\rr _k^{(\Ht _k, \Wt _k)} \big | \vvr _{<k}\big ).


















 (5)

This is an approximation of the true joint distribution p(rk|r<k)
given by the chain rule (Equation 1). We hypothesize that this is
not a very accurate approximation of the underlying distribution
and “oversmooths” the relationship between tokens in the
same scale. Oversmoothing potentially degrades image quality,
especially when dependencies between tokens are strong.
We demonstrate this effect in (Fig 17), showing how errors
generated in earlier scales can propagate during generation to
impact the image quality.
Efficient modeling of intra-scale dependencies. According
to the chain rule, the mathematically correct way to model
p(rk|r<k) entails sampling each token one by one at each scale.
However, token-by-token sampling becomes intractable for
next-scale prediction. To strike an optimal trade-off between
speed and quality, we instead make use of a multi-step masked
generation strategy similar to MaskGIT [6] at each scale.

Given a number of masking steps Mk at scale k, we utilize
an iterative process to sample a subset of tokens (at each
scale) per step, such that after Mk steps, all the tokens at the
corresponding scale are sampled. In HMAR, each step is
conditioned on the tokens sampled so far at the current stage as
well as the tokens from the previous stage. Formally, let rmk be
the tokens at the scale k after m intra-scale sampling steps. The
probability of the tokens at the scale p(rk|r<k) is given as:

  \hspace {-4mm}\pr (\vvr _k | \vvr _{<k}) = \hspace {-1mm}\prod _{m=1}^\Mt \hspace {-1mm}\pr (\vvr _k^m | \vvr _k^1, ..., \vvr _k^{m-1}, \vvr _k^0, \vvr _{<k})\pr (\vvr _k^0 | \vvr _{<k}),








 (6)

where r0k corresponds to the initial next-scale estimation of the
VAR next-scale prediction. Mk offers an adjustable trade-off
between quality and speed, where Mk=0 yields the VAR
approximation in (5), and Mk=Hk×Wk corresponds to next-
token prediction at each scale. We demonstrate this in Fig. 2.
While this introduces additional sampling steps, our efficient re-
formulation of next-scale prediction allows it to still be efficient.

4.3. Training Dynamics

The hierarchical generation process in HMAR, similar to Diffu-
sion models, provides a unique advantage; it allows us to priori-
tize specific detail levels, allocating model capacity accordingly
[13]. We motivate the need to balance the importance of differ-
ent scales during training and how we achieve this in HMAR.
Multi-Scale Training: Balancing Scale Contributions. VAR
is trained by optimizing the cross-entropy loss across all tokens
at all scales that make up the image. In VAR [45], the loss
is simply averaged across all tokens irrespective of the scale.
Ltrain is given by:

  \label {eq:balance_per_tokens} \gL _\mathrm {train} =\frac {1}{N} \sum _{k=1}^{\Kt } \sum _{(i, j)}\mathcal {L}\big (\rr _{k}^{(i, j)}\big ), 

















 (7)

where L
(
r
(i,j)
k

)
denotes the cross-entropy loss for the (i,j)-th

token at scale k and N is the total number of tokens.
However, this fails to take into account several considera-

tions: 1) Number of Tokens per Scale. For VAR [45], which
employs K=10 levels, the finest scale contributes 256 times
more than the coarsest scale. This imbalance leads the model
to prioritize the finer scales, neglecting the coarse scales that
capture the global image structure. 2) Learning Difficulty of
each Scale. We use the minimum test loss at each scale as an
indicator of learning difficulty and illustrate in Fig. 12 that it
approximately follows a log-normal distribution, suggesting that
each level has varied difficulty and this should be incorporated
in the learning algorithm. 3) Perceptual Importance of each
Scale. Each scale plays a distinct role in determining the percep-
tual quality of an image. Earlier scales focus on capturing the
global structure, while later scales refine finer details. Moreover,
errors introduced at earlier scales tend to propagate and accu-
mulate during the generation process, emphasizing the critical
importance of accurately capturing these early scales (Fig. 17).
Loss Reweighting. To leverage the above insights, we reweight
the training loss to account for each scale as follows:

  \label {eq:balance_per_tokens} \gL _\mathrm {train} = \sum _{k=1}^{\Kt } w(k)\sum _{(i, j)}\mathcal {L}\big (\rr _{k}^{(i, j)}\big ), \quad 0 \leq w(k) \leq 1, \quad \sum _{k=1}^{\Kt } w(k) = 1 






















(8)
We empirically experiment with different loss weighting
functions in the Appendix. C.2. We find that the choice of
weighting function significantly impacts quality (Table. 4).
Additionally, we find that a log-normal weighting function
(Fig. 13), which parallels the loss difficulty distribution (Fig. 12),
yields the best FID and Inception Score.

4.4. The HMAR Architecture

HMAR consists of two sub-modules: the next-scale prediction
module and the intra-scale refining module. The next-scale
model corresponds to a Markovian VAR model (Sec. 4.1),
and the intra-scale refining module corresponds to a multi-step
masked generation module as presented in Sec. 4.2. The whole
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Type Model FID ↓ IS ↑ Precision ↑ Recall ↑ # Params # Steps

Diffusion DiT-XL/2 [29] 2.27 278.2 0.83 0.57 675M 250

Mask.
MaskGIT [6] 6.18 182.1 0.80 0.51 227M 8
MAR-L [24] 2.35 227.8 0.79 0.62 943M 256
MAGE [23] 7.04 123.5 - - 439M 20

AR

VQGAN [14] 15.8 74.3 - - 1.4B 256
Llamagen [42] 2.81 263.3 0.81 0.58 3.1B 256
VAR-d16 [45] 3.36 277.8 0.84 0.51 310M 10
VAR-d20 [45] 2.67 304.4 0.84 0.55 600M 10
VAR-d24 [45] 2.15 312.4 0.82 0.58 1.0B 10
VAR-d30 [45] 1.95 303.6 0.81 0.59 2.0B 10

Hybrid AR HART [43] 1.77 330.3 - - 2.0B 10

HMAR (Ours)

HMAR-d16 3.01 288.6 0.84 0.55 465M 14
HMAR-d20 2.50 319.0 0.85 0.57 840M 14
HMAR-d24 2.10 324.3 0.83 0.60 1.3B 14
HMAR-d30 1.95 334.5 0.82 0.62 2.4B 14

Table 1. Quantitative evaluation on class-conditional ImageNet 256×256. ↓ and ↑ indicate whether lower or higher values are better. We report nu-
merical results on commonly used metrics of FID, IS, Precision, and Recall, which are comprehensive to cover generation quality and diversity. # Steps
indicate the number of model runs needed to generate an image. The −d notation in VAR and HMAR indicates the number of layers in the model.

HMAR architecture is shown in Fig. 2. The remainder of this
section describes the training and inference of HMAR.
Training. HMAR is trained in two steps. First, the next-scale
prediction module is trained using an IO-aware windowed at-
tention mask for each image, as described in Section 4.1. Then,
a finetuning step is started for the training of the intra-scale
masked prediction module. To this end, we add a masked predic-
tion head and finetune it with a masked prediction objective sim-
ilar to MaskGIT [6]. In this phase, we uniformly sample a ratio
γk∼U(0,1), and randomly select ⌈γHkWk⌉ tokens from each
rk and replace them with a special [MASK] token. Then, given
the unmasked tokens, the model is trained to predict the value
of the masked tokens at each scale. We find that using the same
masking ratio γk=γ across scales leads to more stable training.

Let γkrk and γ̄krk depict the masked and unmasked tokens
at a scale k. Then, the intra-scale refining module is trained
to minimize the cross entropy of the masked tokens given the
unmasked tokens. That is:

  \gL _{\mathrm {mask}} = \sum _{k=1}^\Kt \gL (\gamma _k\vvr _k | \bar {\gamma }_k\vvr _k) = \sum _{k=1}^\Kt \gL (\gamma \vvr _k | \bar {\gamma }\vvr _k) 









 (9)

We condition on both the unmasked tokens within that scale
and the accumulated reconstruction of the image from previous
scales. Doing so allows us to preserve all the incoming
information from the next-scale module during refinement,
which gives us image generation of higher quality.
Inference. Just as for training, HMAR follows a two-stage pro-
cess during generation as well. First, we iteratively obtain a
coarse estimation of the next scale using the next-scale predic-
tion module, and then we iteratively refine these predictions us-
ing the intra-scale masked refinement module. At this point, we
generate the initial tokens based only on the estimations of the

next-scale module, and then we mask out some of them and then
generate them again, conditioning on the accumulated recon-
struction of the image and the unmasked tokens at that scale.

5. Experiments

We evaluate HMAR on quality, efficiency, and flexibility.
Quality. We evaluate HMAR on ImageNet 256×256 and 512×
512 for class-conditional image generation. HMAR achieves
better or comparable FID scores and significantly higher Incep-
tion Scores compared to VAR, AR, and diffusion baselines. We
also provide qualitative analysis of generated samples.
Efficiency. We benchmark HMAR models for both training
and inference efficiency, showing that HMAR achieves both
faster training and inference than VAR, with the efficiency gains
increasing as we scale to higher resolutions.
Flexibility. We demonstrate HMAR’s flexibility, showing that
its sampling can be changed without any additional training to
improve image quality, and it can be applied to image editing
tasks like in-painting, out-painting, and class-conditional image
editing. We end with an ablation study evaluating the effect of
the individual components of HMAR on image quality.
Experimental Setup. We align our experimental setup with
VAR [45]. We train all our models from scratch with similar
parameters and number of transformer layers as VAR. For each
scale, we maintain consistency with VAR by adopting identical
hyperparameters, number of scales, and training durations. For
image tokenization, we employ the pre-trained multi-scale
VQ-VAE tokenizer from VAR [45]. During the inference phase,
we implement top-k top-p sampling. For comparison with VAR
models, we utilize open-source pre-trained checkpoints for
evaluation. We use the same setup to evaluate both efficiency
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Figure 3. Visual Comparisons of Samples from VAR-d16 and HMAR-d16. Selected samples highlighting how HMAR’s multi-step generation
at each scale can enhance image quality compared to using only next-scale prediction in VAR.
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Figure 4. Inference and Training Efficiency. HMAR enables more
efficient training and inference compared to VAR, with the efficiency
gap becoming more pronounced as we scale to higher resolutions.

and quality performance.

5.1. Quality
In this section, we evaluate the quality of HMAR image gen-
eration using both quantitative metrics and qualitative analysis.
Quantitative Metrics. We evaluate class-conditional image
generation on ImageNet at 255×256 (Table 1) and 512×512

(Table 2) resolutions. Using standard metrics (FID, Inception
Score, Precision, and Recall), we find that HMAR consistently
matches or outperforms baselines in FID scores while signif-
icantly surpassing them in Inception Score. This demonstrates
HMAR’s ability to generate high-quality, diverse images.

ImageNet 512x512 Benchmark
Type Model FID ↓ IS ↑ #Para

Diff. DiT-XL/2 [29] 3.04 240.8 675M

Mask. AR MaskGIT [6] 7.32 156.0 -
Mask. AR MAR-L [24] 2.74 205.2 481M

VAR VAR-d36 [45] 2.63 303.2 2.5B

HMAR HMAR-d24 2.99 304.1 1.3B

Table 2. ImageNet 512x512 Benchmark. Due to limited compu-
tational resources, we train our HMAR model with ≈ 2× fewer
parameters compared to VAR and find it to be competitive.

Qualitative Analysis. We show class conditional samples from
HMAR on ImageNet 256×256 and 512×512 in Fig. 1. In
Fig. 3, we compare selected samples from HMAR against
samples generated from VAR[54]. In Appendix F, we provide
additional qualitative comparisons against other baselines, as
well as additional samples from HMAR. Our results show
that HMAR generates images with comparable or better visual
quality compared to baseline methods.
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Figure 5. Impact of Masking on Visual Quality HMAR-d16.
Increasing masked sampling steps can yield improved visual quality.

5.2. Efficiency
We benchmark the training speed, the inference speed, and the
memory footprint of HMAR compared to VAR. All benchmarks
are on a single A100 80GB and averaged over 25 repetitions.
Training. We benchmark the end-to-end runtime of HMAR
(using our custom block diagonal attention kernel) and compare
it against the VAR baseline (Fig. 4b). HMAR demonstrates
consistently faster performance, with the speed advantage grow-
ing more pronounced at higher resolutions. At the 1024×1024
resolution, HMAR achieves a 2.5× end-to-end speedup
over VAR. We provide additional micro-benchmarks on the
performance of our attention implementation in Appendix B.
Inference. Fig. 4a compares the inference runtime and memory
footprint of our HMAR model to VAR. HMAR demonstrates
faster inference, with the speed advantage increasing at higher
resolutions, primarily due to avoiding prefix computations. The
memory footprint of HMAR is significantly lower than VAR,
which requires a KV-cache. This performance gap widens as
we scale to higher resolutions and larger model sizes.

5.3. Flexibility
In Fig. 5, we demonstrate how HMAR’s flexible sampling strat-
egy can help improve quality by increasing the number of sam-
pling steps at inference time. In Fig. reffig:masking-quantitative
we show how increasing the number of sampling steps at
inference time can improve the FID score. We show HMAR’s
generalization to zero-shot image editing tasks in Fig. 6.

5.4. Ablation Study
We ablate the key components in HMAR and quantify
their impact in Table 3. In Appendix C.2, we provide a
detailed ablation on different loss-weighting choices. Fig. 20
demonstrates that increasing the number of sampling steps
through masking enhances the FID score in our HMAR-d16
model. We find that a few additional sampling steps at lower
resolution scales improve the FID score; while additional steps
at higher scales don’t meaningfully improve FID, they can
enhance visual quality, as illustrated in Figure 5.

Figure 6. Image Editing. Applying HMAR zero-shot to editing tasks

Model Method FID ↓ IS ↑ # Steps

VAR-d16
Reported [45] 3.30 274.4 10
Our run 3.50 276.0 10

HMAR-d16

Markov Assumption 3.76 293.3 10
Loss Weighting 3.42 307.9 10
Masked Prediction 3.01 288.6 14

HMAR-d30 Scale-up 1.95 334.5 14

Table 3. Ablation study comparing successive HMAR enhance-
ments compared to VAR. We show that each of our proposed methods
improves both the image generation quality and diversity metrics.

6. Discussion and Conclusion

Conclusion. This paper introduces Hierarchical Masked
AutoRegressive Image Generation (HMAR), a new image
generation algorithm that improves upon Visual Autoregressive
Modeling (VAR) in quality, efficiency and flexibility. HMAR
enhances the efficiency of next-scale prediction by conditioning
only on the immediate past scale instead of all previous scales.
This accelerates inference, reduces memory usage, and enables
a sparser attention pattern. We develop sparse attention kernels
to leverage the sparse attention pattern, enabling faster training
compared to VAR. HMAR then incorporates masked prediction
within each scale, providing flexible sampling while enhancing
image quality. HMAR demonstrates superior performance on
ImageNet benchmarks at 256×256 and 512×512 resolutions,
matching or exceeding the quality of VAR, AR, and diffusion
models while providing substantial improvements in training
speed, inference speed, and memory efficiency.
Limitations and Future Work. While this work focuses
on class-conditional image generation, we believe HMAR’s
framework can be naturally extended to Text-to-Image synthesis,
offering another promising direction for future investigation. In
future work, we also plan to investigate further improvements to
the overall pipeline, including improvements to the multi-scale
VQ-VAE tokenizer (Appendix E).
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