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Abstract

Conventional frame-based imaging for active stereo sys-
tems has encountered major challenges in fast-motion sce-
narios. However, how to design a novel paradigm for high-
speed depth sensing still remains an open issue. In this
paper, we propose a novel problem setting, namely active
event-based stereo vision, which provides the first insight of
integrating binocular event cameras and an infrared projec-
tor for high-speed depth sensing. Technically, we first build
a stereo camera prototype system and present a real-world
dataset with over 21.5k spatiotemporal synchronized labels
at 15 Hz, while also creating a realistic synthetic dataset
with stereo event streams and 23.8k synchronized labels at
20 Hz. Then, we propose ActiveEventNet, a lightweight yet
effective active event-based stereo matching neural network
that learns to generate high-quality dense disparity maps
from stereo event streams with low latency. Experiments
demonstrate that our ActiveEventNet outperforms state-of-
the-art methods meanwhile significantly reducing computa-
tional complexity. Our solution offers superior depth sens-
ing compared to conventional stereo cameras in high-speed
scenes, while also achieving the inference speed of up to 150
FPS with our prototype. We believe that this novel paradigm
will provide new insights into future depth sensing systems.
Our project can be available at https://github.com/
jianing-li/active_event_based_stereo.

1. Introduction

Stereo vision [24, 36, 57], one of the longstanding and fun-
damental topics, supports a wide range of computer vision
and robotic tasks. Passive stereo vision typically struggles
in texture-less regions and low-light environments [33]. In
contrast, active stereo vision [4, 19] addresses these chal-
lenges by projecting an infrared pattern, enabling more
accurate depth maps compared to passive stereo systems.
Nevertheless, conventional active stereo cameras are gen-
erally constrained by their depth frame rates (e.g., 30 FPS
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Figure 1. Our active event-based stereo camera system integrates
binocular event cameras and an infrared 2D pattern laser for high-
speed depth sensing. Our lightweight ActiveEventNet effectively
converts stereo event streams into high-quality depth maps.

for Kinect V2 and 90 FPS for RealSense D435), limiting
their effectiveness in high-speed scenarios [18, 46]. For in-
stance, a racing drone could suffer a severe collision in a
short period between two adjacent depth frames. This may
raise a key question: How can we develop a novel active
stereo sensing paradigm for high-speed depth perception to
overcome the limitations of conventional stereo cameras?

Event cameras [21, 38, 42], also known as silicon retinas,
operate differently from conventional frame-based cameras.
Instead of capturing frames at a fixed rate, they detect
changes in intensity at each pixel, generating asynchronous
events with microsecond-level temporal resolution [7, 39].
This unique capability makes them ideal for various high-
speed vision tasks [26, 40, 44, 55, 61, 69, 81, 83, 86] that
require low-latency processing of visual information. Con-
sequently, there is growing research interest in leveraging
event cameras for high-speed depth sensing (i.e., monocu-
lar and binocular) in agile robots [17]. In particular, event-
based stereo vision [53, 67, 85, 87] offers the advantage
of providing more accurate and reliable depth information
compared to monocular depth estimation [11, 27, 45, 89].

One problem is that current event-based stereo depth
systems [1, 2, 14, 43, 68, 82] are passive stereo, resulting
in inaccurate depth maps in texture-less regions and dark
scenes. In other words, passive event-based stereo meth-
ods rely on feature matching, which may be challenging or
even impossible in areas with little texture or low contrast.
While some structured light systems with a single event
camera [3, 20, 32, 41, 51, 52, 70, 71, 75] have attempted
to achieve high-speed depth sensing, these active monocu-
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lar depth methods may not always match the accuracy of
stereo depth systems at long distances or in ambient light
conditions. In fact, by combining active infrared structured
light and passive visible light, stereo camera systems could
be empowered to generate robust and accurate depth maps
in diverse real-world settings, regardless of lighting condi-
tions or surface textures. Yet, there is still no active stereo
vision system that combines binocular event cameras and
structured light. Meanwhile, most existing passive event-
based stereo vision datasets [5, 8, 23, 30, 88] typically pro-
vide only sparse LiDAR depth maps, and there is a lack of
event streams with structured light and dense depth labels.

Another problem is that most existing event-based stereo
matching algorithms [10, 13, 14, 43, 50, 53, 59, 67, 68]
prioritize maximizing accuracy via more complex deep
learning-based models, leading to slower inference on
resource-constrained devices. This is contrary to the ini-
tial objectives of designing high-speed and energy-efficient
event cameras. For example, constructing an efficient 3D or
4D cost volume is one critical step in end-to-end pipelines.
This volume represents the similarity between pixels in a
stereo pair, affecting the accuracy and computational speed
of stereo matching models. Some event-based stereo match-
ing algorithms [12, 15, 53, 68, 87] aim to build higher di-
mensional cost volumes to further enhance accuracy, there
have been few endeavors to design a lightweight end-to-end
model that specifically addresses computational cost and
improves inference speed without sacrificing accuracy.

To address the aforementioned problems, we propose a
novel paradigm for high-speed depth sensing, namely active
event-based stereo vision, which first integrates binocular
event cameras and an infrared pattern projector for stereo
matching with low-latency (see Fig. 1). In fact, the goal
of this work is not to optimize passive event-based stereo
matching algorithms for higher accuracy. In contrast, our
goal is to overcome the following challenges: (i) Lack of
prototype system and dataset - How do we establish an ac-
tive stereo camera setup and build high-quality event-based
datasets including both simulated and real-world scenes?
(ii) Lightweight yet effective model - How do we design a
lightweight stereo matching model that effectively reduces
the computational expense without sacrificing accuracy?

To this end, we first build an active event-based stereo
camera prototype and present a real-world dataset with over
21.5k spatiotemporal synchronized true labels at 15 Hz,
while also creating a highly realistic synthetic dataset with
23.8k synchronized labels at 20 Hz. Then, we design a
lightweight neural network (i.e., ActiveEventNet) for ac-
tive event-based stereo matching, which mainly involves
two strategies: incorporating lightweight blocks into event-
based stereo matching frameworks and designing a novel
cost volume for similarity measurement in stereo pairs. The
results show that our ActiveEventNet achieves better per-

formance than state-of-the-art methods meanwhile signifi-
cantly reducing computational complexity. Our prototype,
integrating binocular event cameras and an infrared projec-
tor, offers superior depth sensing compared to conventional
stereo cameras in high-speed scenarios, while also achiev-
ing the inference speed of up to 150 FPS. Our solution also
highlights that active stereo surpasses passive stereo in low-
texture regions and low-light scenarios. We believe that
our prototype will provide novel insight into developing the
next-generation neuromorphic stereo cameras.

The main contributions of this work are summarized as:
• We present a novel problem setting of active event-based

stereo vision that combines infrared structured light and
binocular event cameras for high-speed depth sensing.

• We propose a lightweight yet effective neural network
for event-based stereo matching, namely ActiveEventNet,
which significantly reduces the computational complexity
meanwhile maintaining comparable accuracy.

• We establish a real-world dataset using our active event-
based stereo camera prototype, along with a highly realis-
tic synthetic dataset that contains temporally continuous
labels. We believe these two standardized datasets open
up opportunities for research in this novel problem.

2. Related Work
Event-based Stereo Vision. Event-based stereo matching
methods can be broadly divided into two categories. Early
model-based works [85, 87] usually find reliable local cor-
respondences and global optimization algorithms to calcu-
late the disparity. Although these model-based methods
achieve sparse or semi-dense depth maps in real-time, they
are hard to obtain global dense depth maps. Nowadays,
deep learning-based methods [1, 14, 43, 53, 67, 68, 74, 82]
have exhibited superior performance in predicting dense
depth maps from stereo event streams. Moreover, some
cross-modal learning-based methods [12, 13, 50] attempt to
generate dense depth maps from stereo hybrid event-frame
cameras. Nevertheless, these learning-based methods sub-
stantially improve accuracy meanwhile increasing compu-
tational complexity. In other words, they require a consid-
erable amount of GPU memory, making them impractical
for agile robots or mobile devices. Thus, this work aims to
design a lightweight yet effective neural network for event-
based stereo matching with low latency.
Event-based Vision with Structured Light. Bio-inspired
event cameras are increasingly being utilized in combina-
tion with infrared structured light for high-speed depth sens-
ing. In general, structured light sources are commonly cat-
egorized into three types (i.e., point, line, and 2D pattern).
For instance, Bramdli et al. [6] first integrates a laser line-
projector and an event camera for 3D reconstruction. Martel
et al. [48] combine a laser light source with an event-based
stereo setup. Muglikar et al. [51] design a structured light
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Figure 2. Sensing mechanism of active event-based stereo vision.
Projecting a 2D pattern from an infrared projector enhances scene
texture, enabling improved stereo matching performance.

system with a laser point-projector and an event camera for
depth estimation. Huang et al. [32] present a structured light
system using an event camera and a laser pattern-projector
for high-speed 3D scanning. Most systems [6, 32] using
model-based methods achieve high-speed depth sensing but
yield sparse depth maps. More recently, deep learning mod-
els [52, 71] have explored event-based structured light sys-
tems for dense depth estimation. While these monocular ac-
tive event-based vision systems are generally simpler, stereo
systems often provide more accurate depth maps due to tri-
angulation. Hence, we design an active event-based stereo
structured light system, which uses a lightweight learning-
based model to generate dense depth maps.

3. Problem Formulation
Event cameras [21, 80], such as DVS [25, 35, 42, 54], re-
spond to light changes with continuous asynchronous event
streams. Each event en is depicted by a tuple ⟨x, y, t, p⟩,
including spatial coordinates ⟨x, y⟩, timestamp t, and po-
larity p. This sensing mechanism enables event-based
stereo vision to achieve reliable disparity maps in high-
speed dynamic scenes [56, 58, 72, 76, 79, 90]. Yet, pas-
sive event-based stereo vision meets challenges in scenarios
with texture-less and low light. This work aims to overcome
this gap by integrating binocular event cameras and an in-
frared pattern projector. We formulate this novel problem
setting called active event-based stereo vision as follows.

The goal of this work is to calculate the disparity map
de from the stereo stream pair Sl and Sr. Since the chip
of event camera [65] is sensitive to a spectrum of 300-1000
nm (see Fig. 2), the generation of the event stream is mainly
affected by natural light, laser light (850 nm), and noise,
which can be mathematically formulated as:

Sl = G
(
W l

t · [I (t) + P (t)] +N
)
,

Sr = G (W r
t · [I (t) + P (t)] +N ) ,

(1)

Figure 3. Comparison with event streams using or without struc-
tured light. Our solution enables the event camera to generate dy-
namic events even in static scenarios or low-light conditions.

where G denotes the event generation process of event cam-
eras. I (t) and P(t) are the scene light intensity and the in-
frared laser intensity at time t. W l

t and W r
t refers to the left

and right warping operation via projecting a real 3D scene
to each 2D camera plane. N is the event camera noise. Note
that, the proposed system enables the event camera to gen-
erate dynamic events by adjusting the laser’s frequency or
intensity, even in static scenarios with constant light inten-
sity I (t) or in extremely low-light conditions.

In general, event-based stereo matching estimates dispar-
ities between corresponding points in two streams as:

de = Md(Sl,Sr, θ), (2)

where Md is the proposed active event-based stereo match-
ing model, and θ denotes the optimized parameters of Md.

Then, we can solve the following minimization problem:

θ̂ = argmin
θ

LM (de,dgt) + λΦ (θ) , (3)

where LM (de,dgt) is the loss function between the pre-
dicted disparity de and the ground truth dgt, and Φ (θ) is
the regularization term, and λ is the trade-off parameter.

4. Active Event Camera Stereo Dataset
This section first describes how we built our Active-Event-
Stereo dataset with our camera prototype and then provides
statistics for a better understanding of this new dataset.
Stereo Camera Prototype. To verify the effectiveness of
our solution, we build a prototype stereo camera system
by integrating binocular DAVIS346 cameras (i.e., resolu-
tion 346×260), an infrared pattern projector, and an Intel
RealSense D455 camera (i.e., resolution 640×480). Unlike
conventional passive vision, our prototype can detect dy-
namic events even in static scenarios or dark environments
by adjusting the laser frequency or intensity of the signal
generator (see Fig. 4 (a)). This capability is enabled by an
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Figure 4. An event-based stereo camera prototype and the newly
built dataset. (a) The experimental setup combines binocular event
cameras and an infrared pattern projector. (b) Spatiotemporal cal-
ibration using a standard checkerboard. (c) Examples of the real-
world dataset, the left in each image is from the left DAVIS346,
and the right is the depth map from the RealSense D455.

infrared projector operating at a wavelength of 850 nm. Be-
sides, we use the flagship RealSense D455 stereo camera at
15 FPS to capture depth ground truth in normal scenes and
also as a fair comparison in high-speed motion scenarios.
Spatiotemporal Calibration. In general, spatiotemporal
calibration is a critical step for hybrid multi-camera sys-
tems. For temporal calibration, we synchronize the two
stereo event cameras and the RealSense D455 camera by
publishing each topic’s timestamp in the robot operating
system (ROS). For spatial calibration, our objectives are to
establish a horizontal baseline correction for stereo match-
ing between binocular event cameras and to align the Re-
alSense camera’s view with that of the left event camera.
To achieve this, we place a standard checkerboard 1 meter
in front of our prototype to ensure full visibility (see Fig. 4
(b)). We adopt a professional binocular stereo correction
toolbox to correct the baseline alignment on RGB images
from the two DAVIS346 cameras. Simultaneously, checker-
board keypoints are extracted from the RGB images of both
the left DAVIS346 and the RealSense D455 cameras, and
an affine transformation aligns the two coordinate sets [84].
Data Recordings and Statistics. Our Active-Event-Stereo
dataset contains indoor and outdoor challenging scenarios
(see Fig. 4 (c)) by considering velocity distribution, illumi-
nation change, scene diversity, varying distances, etc. We
use the built stereo camera prototype to record 85 sequences
including event stream pairs, RGB frames, infrared frames,
and depth values. After spatiotemporal calibration, all la-
bels are provided at a frequency of 15 Hz by the RealSense
D455. As a result, the newly built dataset offers event
streams in stereo pairs and 21.5k synchronized true labels.
Afterward, we split them into 14.6k for training, 3.6k for
validation, and 3.3k for testing. We compare our Active-
Event-Stereo with the relevant camera prototype and repre-
sentative datasets in Table 1. Notably, this is the first work

Method Type Camera Resolution Projector Labels

Manasi [51] Monocular Gen3 640×480 Point Sparse
Muglikar [52] Monocular Gen3 640×480 Point Dense
Brandli [6] Monocular DVS128 128×128 Line No
Wieland [49] Monocular Gen3 640×480 Line No
Takatani [64] Monocular DAVIS346 346×260 Line No
Leroux [37] Monocular ATIS 304×240 Pattern No
Ashish [47] Monocular DAVIS346 346×260 Pattern No
Huang [32] Monocular CeleX-V 1280×800 Pattern No
Fu [20] Monocular EVK4 1280×720 Pattern No
Bajestani [3] Monocular Gen3 640×480 Pattern No
Li [41] Monocular DAVIS346 346×260 Pattern No
Wang [71] Monocular DVXplorer 640×480 Pattern Dense
Ours Stereo DAVIS346 346×260 Pattern Dense

Table 1. Comparison with event-based vision systems using active
infrared light and depth labels. The laser shape emitted by the in-
frared projector can be classified into point, line, and 2D patterns.

to build an active event-based stereo vision dataset.
All in all, such a novel event-based stereo system with

structured light and professional design enables our Active-
Event-Stereo to be a competitive dataset with multiple char-
acteristics: (i) High temporal resolution from event streams;
(ii) Dynamic event generation with structured light even in
static scenes or dark environments; (iii) Temporally long-
term stereo event streams with depth labels at 15 Hz; (iv)
Real-world recordings with abundant diversities in moving
speed, light change, scene category, and distance variation.

5. Methodology
5.1. Architecture Overview
This work aims at designing a novel lightweight yet ef-
fective active event-based stereo matching neural network,
termed ActiveEventNet, which generates high-speed dense
disparity maps via integrating binocular event cameras and
infrared structured light. As illustrated in Fig. 5, our frame-
work mainly consists of four modules: event representa-
tion, feature extraction, dynamic interaction for cost vol-
ume and encoder-decoder. More precisely, the continuous
event stream is first divided into event temporal bins, and
each bin can be converted into a 2D image-like represen-
tation (i.e., event tensors [22]). Then, we introduce the
lightweight MobileNet blocks [29, 62] to the corresponding
3D convolutions and show their necessity for event-based
stereo matching models. The event embeddings in stereo
pairs are fed into the feature extraction backbone and the
channel reduction module to obtain compact yet powerful
features. Moreover, we design a novel 3D cost volume via
dynamically exchanging the channels and concatenating in-
teraction stereo features, which refers to the costs of match-
ing corresponding pixels between two event streams from
slightly different viewpoints. Finally, the 3D cost volume
is taken into an encoder-decoder module with a stack of
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Figure 5. Overview of active event-based stereo matching neu-
ral network (ActiveEventNet). Each event stream is first split into
event temporal bins and encoded into event tensors [22]. Then, we
incorporate MobileNet blocks for feature extraction and channel
reduction. Meanwhile, we design a novel cost volume using dy-
namic interaction for similarity measurement in stereo pairs. Fi-
nally, an encoder-decoder component via a stack of lighter con-
volutional layers is utilized to predict dense disparity maps (along
with a mask for enhanced visualization).

lighter convolutional layers to predict dense disparity maps.

5.2. Raising MobileNet for Event-based Stereo
To achieve a trade-off between fidelity and inference speed,
we first incorporate the lightweight yet effective MobileNet
blocks [29, 62, 63] instead of standard convolution oper-
ations for active event-based stereo matching. As a pio-
neering work, MobileNet v1 utilizes depthwise convolu-
tions followed by pointwise convolutions to achieve stan-
dard convolution while reducing computational complex-
ity. In general, MoileNet v1 achieves significant com-
putation compared to standard convolutions by effectively
utilizing the depth separable convolutions. Furthermore,
MobileNet v2 introduces linear bottlenecks and inverted
residuals to improve accuracy while keeping comparable
memory-efficient inference. We formulate the output F res
of an inverted residual block as follows:

F 1 =

tC∑
c

kp(x, y, c) · F (x, y, c),

F 2 =
∑
x,y

kd(x, y, tc) · F 1(x− 1, y − 1, tc),

F 3 =
∑
c

kp(x, y, c) · F 2(x, y, c),

F res = F + F 3,

(4)

where kd(x, y, c) denotes the depthwise convolution kernel
at position (x, y, c) of the input feature map F , and kp is the

1×1 pointwise convolution kernel. F 1, F 2, and F 3 are in-
termediate feature maps in the inverted residual block. The
channel dimension c is expanded with an expansion factor t
in the pointwise and depthwise convolution operations.

Overall, our ActiveEventNet mainly replaces standard
2D convolutions of lightweight MobileNet v2 blocks in the
feature extraction module and the encoder-decoder module.

5.3. Dynamic Interaction for Cost Volume
Cost volume [36, 57, 66] is a crucial component in the
stereo matching pipeline, which is the matching cost be-
tween pixels at different disparities. A 3D cost volume Cd

can be constructed via computing the dissimilarity between
the left feature map F l and the right feature map F r as:

Cd(x, y, d) = Mc(F l(x, y, c),F r(x− d, y, c)), (5)

where d is the disparity between pixels in a stereo pair, and
Mc is a similarity measurement function. For learning-
based models, Md usually adopts concatenation or corre-
lation operations [50, 53, 73] between two feature maps.

This work aims at designing a lightweight yet power-
ful 3D cost volume via dynamically exchanging the stereo
channels and concatenating interacted features, which
achieves satisfactory performance while maintaining com-
parable computational complexity to typical aggregation
operations. As a result, we can mathematically describe the
construction process of 3D cost volume as follows:

F̂ l =
∑
c

F l(x, y, d− c) +W r · F r(x, y, d− c),

F̂ r =
∑
c

F r(x, y, d− c) +W l · F l(x, y, d− c),

Cd =
[
F̂ l(x, y, d), F̂ r(x, y, d)

]
,

(6)

where F̂ l and F̂ r are the left and the right interacted feature
maps after the dynamic interaction operation. W l and W r

are weight matrices that determine how feature maps from
the left and right views interact dynamically.

In this study, the scaling factor of the batch normaliza-
tion (BN) layer reflects the importance of the feature map in
the c-th channel. The feature map is dynamically interacted
by the corresponding channel from the other view once the
scaling factor is smaller than a presetting threshold θγ . For
example, the left camera’s feature map is replaced by the
corresponding feature map F ′

r,m,c of the right camera as:

F ′
r,m,c = γr,m,c

Fr,m,c − µr,m,c√
σ2
r,m,c + ε

+ βr,m,c, γr,m,c < θγ , (7)

where Frmc is the c-th channel before the m-th BN layer
in the right branch. ε is a small constant, and µr,m,c and
σr,m,c denote the mean and the standard deviation. γr,m,c

and βr,m,c are the trainable scaling factor and the offset.
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Scenario Sequence RGB frames Events
EPE↓ RMSE↓ D1-all↓ >1px↓ >2px↓ >3px↓ EPE↓ RMSE↓ D1-all↓ >1px↓ >2px↓ >3px↓

Normal light

05 indoor boxes 1.889 7.988 0.066 0.359 0.114 0.066 1.941 7.972 0.069 0.397 0.129 0.069
10 indoor boxes 2.636 8.918 0.196 0.589 0.338 0.196 2.594 8.922 0.171 0.613 0.321 0.171
26 indoor checkerboard 2.048 7.9114 0.086 0.495 0.198 0.086 1.732 7.855 0.063 0.308 0.102 0.063
70 outdoor car 1.025 3.515 0.015 0.319 0.123 0.015 1.150 3.555 0.037 0.399 0.132 0.037
80 outdoor deer 2.421 8.217 0.16 0.589 0.318 0.16 2.316 8.122 0.107 0.624 0.285 0.107

Low light

15 indoor office desk dark 3.312 12.018 0.158 0.0575 0.276 0.158 3.281 12.067 0.161 0.523 0.288 0.161
17 indoor office desk dark 3.453 11.805 0.212 0.631 0.364 0.212 2.894 11.756 0.115 0.414 0.196 0.114
22 indoor printer dark 2.514 7.758 0.187 0.645 0.353 0.187 1.597 7.517 0.062 0.256 0.103 0.061
27 indoor checkerboard dark 2.198 7.825 0.225 0.477 0.295 0.225 1.736 7.759 0.050 0.409 0.110 0.050
32 indoor conference desk dark 2.945 7.118 0.337 0.735 0.514 0.337 1.706 6.650 0.074 0.460 0.164 0.074
58 indoor washroom dark 2.381 6.018 0.268 0.626 0.365 0.269 1.031 5.338 0.025 0.188 0.052 0.025
64 outdoor car dark 1.088 3.673 0.019 0.398 0.087 0.019 0.839 3.591 0.011 0.217 0.044 0.011

All Average 2.238 8.095 0.159 0.545 0.281 0.159 1.995 7.821 0.083 0.399 0.163 0.082

Table 2. Performance evaluation of our real-world Active-Event-Stereo dataset. Note that, our solution, combining binocular event cameras
with an infrared pattern projector, outperforms conventional frame-based stereo vision, particularly in challenging low-light conditions.

Method Event representation Backbone EPE ↓ RMSE ↓ D1-all ↓ >1px ↓ >2px ↓ >3px ↓ # Params. (M) Runtime (ms)
SGM [28] Reconstructed images No learning 3.625 16.567 0.586 0.751 0.684 0.585 - 32.1
PSMNet [9] Event images 2D CNN 2.894 11.756 0.204 0.603 0.352 0.204 5.22 15.6
DeepPruner-Fast [16] Event images 2D CNN 2.514 8.758 0.113 0.545 0.253 0.112 7.39 39.4
AANet [77] Event images 2D CNN 2.317 8.123 0.106 0.525 0.287 0.106 3.68 16.7
Unimatch [78] Event images Transformer 1.902 7.759 0.068 0.361 0.116 0.066 4.70 87.6
DDES [67] Event embeddings 2D CNN 2.643 8.920 0.122 0.591 0.341 0.122 2.33 19.5
Our ActiveEventNet Event images MobileNet 1.995 7.821 0.083 0.399 0.163 0.082 2.23 6.5
Our ActiveEventNet∗ Voxel grids MobileNet 1.987 7.813 0.079 0.386 0.158 0.078 2.23 6.8
Our ActiveEventNet♢ Reconstructed images MobileNet 1.972 7.780 0.076 0.382 0.156 0.076 2.23 7.0

Table 3. Comparison with state-of-the-art methods on our real-world Active-Event-Stereo dataset.

6. Experiment

6.1. Experimental Settings

Realistic Synthetic Dataset. To obtain a large amount of
labor-saving yet high-quality synthetic data, we build an ac-
tive event-based stereo matching simulated dataset, namely
RealSense-Event-Sim. An Intel RealSense D435 sensor is
first utilized to record 119 infrared video sequences that
consider velocity distribution, light condition, scene diver-
sity, etc. Then, we use the V2E simulator [31] to convert
infrared videos into dynamic events. As a result, the newly
built dataset offers event streams in stereo pairs and 23.8k
synchronized true labels. Finally, we split them into 16k for
training, 3.8k for validation, and 4k for testing.
Implementation Details. We select event images [22] as
the event representation to achieve an accuracy-speed trade-
off. We set the maximum disparity to 192 for stereo match-
ing in all cases. We set the threshold θγ to 10−2 in dynamic
interaction for cost volume. All networks are trained for
50 epochs using the Adam optimizer [34] on an NVIDIA
3090 GPU with a learning rate of 10−3. For training losses,
we utilize an L1 loss to measure the absolute difference be-
tween the predicted maps and the labels.
Evaluation Metrics. Mean average end-point-error (EPE),
root mean square error (RMSE), the percentage of pixels
with disparity error than 3 pixels and 0.05dgt (D1-all), the

percentage of pixels with disparity errors greater than 1
pixel, 2 pixels, and 3 pixels (i.e., >1px, >2px, and >3px)
are used to evaluate the accuracy in the stereo matching
task. The model parameters (#Params) and the running time
(ms) are adopted to evaluate the computation speed.

6.2. Effective Test

Evaluation on RGB Frames and Events. To compare our
solution with conventional frame-based stereo, we report
quantization results for each test set sequence using both
RGB frames and events with structured light on our Active-
Event-Stereo dataset (see Table 2). We can find that our so-
lution with structured light is able to acquire high-quality
dense disparity maps in both indoor and outdoor scenar-
ios with light changes. Our solution achieves better perfor-
mance than passive stereo vision with RGB frames in most
indoor and outdoor scenes, especially in low-light scenar-
ios. More precisely, our solution significantly reduces er-
rors across five metrics compared to passive stereo vision,
with EPE, RMSE, and D1-all decreased by 0.243, 0.274,
and 0.076, respectively. To our surprise, our method using
sparse events outperforms dense RGB images in most se-
quences, even under normal light scenes, with a few record-
ings showing comparable results. This may be the incorpo-
ration of structured light in stereo vision, which enhances
scene textures and further boosts performance.
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Figure 6. Representative examples of different stereo matching results on our real-world Active-Event-Stereo dataset. To enhance visual-
ization and comparison, we implement a mask to the void areas of the ground truth to the predicted dense maps.

Method EPE ↓ RMSE ↓ D1-all ↓ Runtime (ms)
SGM [28] 4.298 8.326 0.681 43.2
PSMNet [9] 2.786 5.583 0.211 20.6
DeepPruner-Fast [16] 1.463 2.513 0.087 76.0
AANet [77] 1.397 2.463 0.077 28.5
Unimatch [78] 1.108 1.78 0.063 172.6
DDES [67] 1.696 3.241 0.125 36.4
Our ActiveEventNet 1.223 2.320 0.070 21.9

Table 4. Comparison with state-of-the-art methods on our highly
synthetic RealSense-Event-Sim dataset.

Comparison with State-of-the-Art Methods. To make a
comparison with stereo matching methods as fair as pos-
sible, we first convert event streams to videos using the
E2VID [60] and then use reconstructed gray images as the
input of the classical SGM [28]. In addition, we compare
our ActiveEventNet with four frame-based stereo match-
ing networks (i.e., PSMNet [9], DeepPruner-Fast [16],
AANet [77], and Unimatch [78]) and a popular event-based
stereo matching framework (i.e., DDES [67]). For real-
world dataset evaluation, we compare our ActiveEvent-
Net with other methods in our Active-Event-Stereo dataset
in Table 3. Note that, our ActiveEventNet achieves supe-
rior performance compared to five state-of-the-art methods
while maintaining smaller parameters and faster inference
times. Compared to the top-performing Transformer-based
Unimatch [78], our approach delivers comparable perfor-
mance with a 12× improvement in inference speed. Fur-
thermore, we compare three typical event representations
(i.e., event images [22], voxel grids [89], and reconstructed
images [60]) to verify the generality of our method for var-
ious event representations. It indicates that this improve-
ment in event representation comes with an associated in-
crease in computational speed. Furthermore, we present
some representative examples of visualization comparison
results on our Active-Event-Stereo dataset in Fig. 6. Ap-

Method Baseline (a) (b) Ours
MobileNet blocks ✓ ✓

Dynamic interaction cost volume ✓ ✓

EPE ↓ 2.124 2.21 1.968 1.993
RMSE ↓ 7.935 7.952 7.750 7.821
D1-all ↓ 0.092 0.095 0.075 0.083
Runtime (ms) 33.8 6.2 35.7 6.5

Table 5. The contribution of each component to our ActiveEvent-
Net on our real-world Active-Event-Stereo dataset.

parently, the conventional model-based SGM only gener-
ates sparse disparity maps, but our ActiveEventNet excels
in obtaining high-quality disparity maps, even under vary-
ing light conditions in both indoor and outdoor scenes. For
simulated dataset evaluation, we report quantization results
in Table 4, showing that the conclusions from the simulation
dataset are consistent with those from the real dataset.

6.3. Ablation Test
Contribution of Each Component. To explore the impact
of each component on the final performance, our baseline
uses standard convolutions and adopts a typical concatena-
tion operation in the cost volume module. As shown in Ta-
ble 5, three methods, namely (a), (b), and our ActiveEvent-
Net, consistently indicate that leveraging MobileNet blocks
boosts inference speed, while the introduction of the dy-
namic interaction cost volume enhances accuracy. Besides,
our approach, using dynamic interaction for cost volume,
obtains a 0.156 reduction in EPE while keeping a compa-
rable computation speed. To our surprise, our method, em-
ploying MobileNet blocks to replace standard convolutions,
achieves a nearly 6× increase in inference speed.
Influence of MobileNet Blocks. To analyze MobileNet
blocks in our ActiveEventNet, we deploy MobileNet v2
blocks instead of standard convolutions in the feature ex-

977



Feature extraction Encoder-decoder EPE↓ D1-all↓ Runtime (ms)
Standard Conv. Standard Conv. 1.968 0.075 35.7
Standard Conv. MobileNet v2 1.972 0.076 22.2
MobileNet v2 Standard Conv. 1.983 0.078 13.4
MobileNet v2 MobileNet v2 1.993 0.083 6.5

Table 6. The influence of MobileNet blocks in Our ActiveEvent-
Net on our real-world Active-Event-Stereo dataset.

Method EPE ↓ RMSE ↓ D1-all ↓ Runtime (ms)
Concatenation 2.527 8.823 0.113 5.8
Correlation [53] 2.316 8.124 0.107 6.2
Dynamic Interaction 1.993 7.821 0.083 6.5

Table 7. Comparison of our ActiveEventNet with various aggrega-
tion strategies of cost volume on our Active-Event-Stereo dataset.

Setup EPE ↓ RMSE ↓ D1-all ↓ Runtime (ms)
Without structured light 2.614 8.875 0.197 6.3
Structure light 1.993 7.821 0.083 6.5

Table 8. The impact of structured light on event-based stereo vi-
sion. Some static and slow-motion sequences are evaluated with
and without structured light under the same scene.

traction and the encoder-decoder modules. As shown in
Table 6, Our approach, introducing MobileNet v2 blocks,
consistently achieves faster computational speed. Compar-
ing MobileNet v2 and standard convolution, the absolute
decrease in EPE is only 0.025, while the inference time is
reduced by nearly 6×. It indicates that our approach using
MobileNet v2 instead of standard convolution achieves an
accuracy-speed trade-off for practical applications.
Influence of Cost Volume Construction. To evaluate the
effectiveness of dynamic interaction for cost volume, we
compare it with some typical aggregation operations in Ta-
ble 7. Note that, our approach obtains the best perfor-
mance against two aggregation operations (i.e., concatena-
tion and correlation [53]). This is due to our dynamic inter-
action strategy, which effectively exchanges stereo channels
and aggregates interacted features to enhance performance
while keeping comparable computational speed.

6.4. Scalability Test
Analyzing the Role of Structured Light. To evaluate the
impact of structured light on event-based stereo vision, we
selected static and slow-motion sequences for quantitative
assessment. As illustrated in Table 8, the stereo matching
performance significantly improves by incorporating struc-
tured light. Besides, we present a representative instance in
an extremely slow motion scenario (see Fig. 7). While the
passive stereo generates almost no events, our camera proto-
type excels in producing dynamic events through the use of
structured light. In other words, the solution, integrating the
structured light for binocular event cameras, can overcome
the limitation of most existing passive event-based stereo in
static scenarios or dark environments.

Figure 7. Representative instance of our camera prototype in ex-
treme slow motion scenes. Unlike passive vision, our solution with
structured light produces dynamic events even in static scenes.

Figure 8. Comparison with a conventional active stereo camera
in high-speed motion scenarios. Note that, our camera prototype
outperforms Realsense D455 for high-speed depth sensing.

Test Camera Prototype in High-Speed Scenes. To ver-
ify our solution for high-speed depth sensing, we compare
our camera prototype with a conventional RealSense D455.
As shown in Fig. 8, our prototype empowers the acquisi-
tion of high-quality disparity maps in high-speed scenes,
while RealSense D455 at 90 FPS is notably ineffective. In
fact, conventional images from the RealSense D455 may
suffer from motion blur, which impairs depth perception in
high-speed scenes. In contrast, our solution leverages the
event camera with high temporal resolution and structured
light to improve scene texture, resulting in superior depth
accuracy. Furthermore, our ActiveEventNet efficiently pro-
cesses stereo event stream pairs, achieving an inference
speed of up to 150 FPS on an NVIDIA 3090 GPU.

7. Conclusion
This paper presents a novel paradigm for high-speed depth
sensing, called active event-based stereo vision, which first
integrates binocular event cameras and active infrared struc-
tured light. Towards this end, we establish a real-world
dataset using our active event-based stereo camera proto-
type, along with a highly realistic synthetic dataset. Then,
we design a lightweight yet effective event-based stereo
matching model, which significantly reduces the compu-
tational cost meanwhile keeping the comparable accuracy.
We believe that our standardized datasets will open up an
opportunity for the research of this challenging problem.
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